DIFFERENTIAL EQUATIONS 6

Many physica problems, when formulated in mathematical
forms, lead to differential equations. Differential equations enter
naturally as models for many phenomenain economics, commerce,
engineering etc. Many of these phenomena are complex in nature
and very difficult to understand. But when they are described by
differential equations, it is easy to analyse them. For example, if the
rate of change of cost for x outputs is directly proportiona to the
cost, then this phenomenon is described by the differential equation,

(é_C = k C, where C is the cost and k is constant. The

X
solution of this differentid equation is
C = C, €% where C=C, whenx = 0.

6.1 FORMATION OF DIFFERENTIAL EQUATIONS

A Differential Equationisone which involves one or more
independent variables, a dependent variable and one or more of
their differential coefficients.

There are two types of differential equations:

(i) Ordinary differential equations involving only one
Independent variable and derivatives of the dependent variable
with respect to the independent variable.

(i) Partial differential equations which involve more than one
independent variable and partial derivatives of the dependent
variable with respect to the independent variables.

The following are afew examples for differentia equations:
aly &
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(D), (2 and (3) are ordinary differential equations and
(4, (5) and (6) are partid differential equations.
In this chapter we shall study ordinary differential equations
only.
6.1.1 Order and Degree of a Differential Equation

The order of the derivative of the highest order present in a
differential equation is called the or der of the differential equation.

For example, consider the differential equation

Lo’ yO y dy _
= 3 +7-=-4y=0
gdx & de ax

3 2
The orders of d y’ d’y Y and &Y dy are 3, 2 and 1 respectively. So
ax® ' dx® dx

the highest order is 3. Thusthe order of the differential equation is 3.

The degree of the derivative of the highest order present in a
differential equation is caled thedegr eeof thedifferentia equation.
Here the differential coefficients should be free from the radicals
and fractional exponents.

Thus the degree of

3 --2
dX dX & dx

Example 1

Write down the order and degree of the following
differential equations.



dx®  dx’
agly & € amyo Ul gry
1+ = =4 al + - =
CR T RROE
d? d , d
(vii) " 2/ d>></ =0 (viii) \[1+x2 = &
Solution :

The order and the degree respectively are,

M 21; 3 (i)2;3 (i 2;1 (iv) 3;1

(v) 1;2 (vi) 2; 3  (vi)2;2 (vii)1;1
Note

Before ascertaining the order and degree in (v), (vi) & (vii)
we made the differential coefficientsfree from radicalsand fractiona
exponents.
6.1.2 Family of curves

Sometimes afamily of curves can be represented by asingle
equation. In such acase the equation contains an arbitrary constant
c. By assgning different valuesforc, we get afamily of curves. In
this case c is called the parameter or arbitrary constant of the
family.

Examples

() y= mx represents the equation of a family of straight lines
through the origin , where m is the parameter.

(i) x2+ y?= a? represents the equation of family of concentric
circles having the origin as centre, where a isthe parameter.

(i) y=mx + c represents the equation of a family of straight
linesin aplane, where m and c are parameters.
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6.1.3 Formation of Ordinary Differential Equation

Consider theequationy =mx +|  --------- (1)
where misaconstant and | isthe parameter.

This represents one parameter family of paralld straight lines
having same dopem.
Differentiating (1) with respect to x, we get, % =m

Thisisthe differential equation representing the above family
of straight lines.

Similarly for the equation y = Ae?X, we form the differentia
equation % = 5y by diminating the arbitrary constant A.

The above functions represent one-parameter families. Each
family has adifferential equation. To obtain thisdifferential equation
differentiate the equation of the family with respect to x, tresting
the parameter as a constant. If the derived equation is free from
parameter then the derived equation is the differentia equation of
the family.

Note

(i) Thedifferential equation of atwo parameter family isobtained
by differentiating the equation of the family twice and by
diminating the parameters.

(i)  Ingenerd, the order of the differential equation to be formed
is equa to the number of arbitrary constants present in the
equation of the family of curves.

Example 2

Form thedifferential equation of the family of curves
y=A cos5x + B sin 5x where A and B are parameters.

Solution :
Given y = A cos5x + B sin 5x

% — _ 5A Sin5x + 5B cos 5x
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dx?

d2y
dx?

Example 3
Form thedifferential equation of the family of curves

y=ae® + be* where a and b are parameters.

Solution :

y =ae¥+bex 00 - (1)

=-25 (A cos5x) - 25 (B sin5x) =- 25y

+ 25y = 0.

Yot 2)

2
(;XZ = %ae> +beX = -eeeeeee- (3

@-mp P-y=zaer e (4)
d2

y_dy =6ae3x = 3% - YEﬂ [using (4)]

@-@p -

d’y ,dy, o, _
P v 4&+3y—0

Example 4

Find thedifferential equation of afamily of curvesgiven
by y=acos(mx +b), a and b being arbitrary constants.

Solution :

y =acos(mx+b) ---------e-- (1)
dy _ :

K ma sin (Mmx + b)

dzy = 2 — rnz .
v m?a cos (Mx + b) = - ey [using (1)]
d?y

+ m?y = 0 istherequired differential equation.

dx?
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Example5

Find thedifferential equation by eliminatingthearbitrary
constants aandb fromy=a tan x + b sec x.

Solution :
y =atanx + b secx
Multiplying both sides by cosx we get,
ycosx=asnx+b
Differentiating with respect to x we get
. dy _
y(-9nx) + &cosx = acosx

p -ytanx+ﬂ e A (1)

Differentiating (1) with respect to x, we get
2

dy. ﬂtanx- ysec2x=0

dx? dx
EXERCISE®6.1
1 Find the order and degree of the following :
.2
2ol y dy d? y al’y§ _dy _
(i) x 3d +y = cosX (||) -3 dx25+5dx 0
iy 9Oy [dy - | d’y¢_ dy
(iii) Ve I 0 (iv) §[+ dng .
dy03 d%y : d?y _ _dy
+ — =x-=
V) 8’1 g - dx M) 1+ e = X ax
.3
y9 _ a@lyo 3dzy +5&ﬂ_yg L3y =
X2 5 Sdx 5 (vl dx? Edx 5 ¥

2) Find the differential equation of the following
(i) y=nmx (i) y=cx- c+c?
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3)

4)

6)
7)
8)

9

@ii) y = mx +% , Wwhere m is arbitrary constant
(iv) y =nmx + ¢ wheremand c are arbitrary constants.

Form the differential equation of family of rectangular
hyperbolas whose asymptotes are the coordinate axes.

Find the differential equation of all circles x>+ y>+ x = 0
which pass through the origin and whose centres are on
the x-axis.

Form the differential equation of y? = 4a (x + a), where a is
the parameter.

Find the differential equation of the family of curves
y = ae> + be* wherea and b are parameters.

Form the differential equation for y = a cos 3x + b sin 3x
where a and b are parameters.

Form the diffrential equation of y = ae™ where a and b
are the arbitrary constants.

Find the differential equation for the family of concentric circles
X2 +y?2=a?, a isthe paramter.

6.2 FIRST ORDER DIFFERENTIAL EQUATIONS

6.2.1 Solution of a differential equation

A solution of adifferential equation is an explicit or implicit

relation between the variables which satisfies the given differentia
equation and does not contain any derivatives.

If the solution of a differential equation contains as many

arbitrary constants of integration as its order, then the solution is
said to be the general solution of the differentia equation.

The solution obtained from the general solution by assigning

particular valuesfor the arbitrary constants, issaid to be aparticular
solution of the differential equation.

For example,



Differential equation | General solutuion | Particular solution

0) %:seczx y=tanx +c y=tanx-5
(c isarbitrary constant)

M F=xsa| y=Xuxsc| y=Xixss

... d%

(i) G3-%=0 | y=Ae*+Be®| y=5ex 76>

6.2.2 Variables Separable

If it is possible to re-arrange the terms of the first order and
first degree differential equation in two groups, each containing only
one variable, the variables are said to be separable.

When variables are separated, the differentail equation takes
the form f(x) dx + g(y) dy = 0in which f(x) isafunction of x
only and g(y) isafunctionof y only.

Then the genera solution is
Of ) dx+ g (y)dy=c (cisacongant of integration)

For example, consider x ay y=0

dx
dy _ dy _ dx - -
x& =y b Y T % (separating the variables)
‘dy — \dX

p Oy =0+ k  where k isacongant of integration.
P logy =logx + k.
Thevaue of k variesfrom - ¥ to¥.

This genera solution can be expressed in a more convenient
form by assuming the constant of integration to be log c. Thisis
possible because logc aso cantakeal vaues between -¥ and ¥
as k does. By thisassumption, the general solution takes the form

logy- logx=logc b Iog(%)zlogc
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e =c P y =cx

X <

which is an eegant form of the solution of the differential equation.

Note
() When y is absent, the generald form of first order linear
differential equation reduces to d—i =f(x) and therefore the

solutionis y = ¢f (x) dx + ¢

(i) Whenx isabsent, it reducesto % =a(y)

— oAy
and in this casg, the solution is Og(y) = cgx+c

Example 6
Solve the differential equation xdy +ydx =0
Solution :

xdy + ydx =0 , dividing by xy we get

dy gx Ay dx
y Tx =0 The|107+0;—cl
\ logy+logx=logc P xy=c

Note
(i) xdy+ydx=0 P d(xy)=0 P xy =c, aconstant.

@M d3)= de;/ZXdy\ (‘)de;IZXdy =By re=24e
Example 7
Solve ;—di = ey
Solution :
% —e*e P %ze?‘xdx
grdy = ¢g¥dx+c
b -ev= e;X +c b e;x+ery:c
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Example 8

Solve (x2- ay) dx = (ax - y3)dy
Solution :

Writing the equation as

x2dx + y2dy = a(xdy + ydx)
P x2dx + y2dy = ad(xy)
\ OC dx + oy’ dy=acf (xy) +c
3 3

P %+%:a(xy)+c

Hence the generd solutionis x2 + y3 = 3axy + ¢
Example 9

Solve y(1+ xz)% dy + x4/1+y*>dx =0
Solution :

Y1+ xE dy + xy1+ Y2 dx =0 [dividingby v1+xZ 41+ Y* ]

y X —
P A1+ y? o A1+ X2 =0 Put 1+y? =t
y 2ydy = dt
\ o =dy+ X —=dx=c put 1+x2 =u
A1+ y? 1+ X3 ! 2xdx =du

Loadar+ 2 yddu=
\ 5§ dt+5 urdu=c
ie t2+uZ=cor A1ty + 1+ =c
Note : This problem can aso be solved by using
_ [f0o9™
n _——
A feI" f &x) dx —]

Example 10
Solve (sin x + cosx) dy + (cosx - sinx) dx =0
10



Solution :
The given equation can be written as

COSX- SN X . _
dy + sn x+cosxdx =0
N \COSX- 9N X 4 _
P oY * Qi rcosx & =
p y +log(snx + cosx) =c¢
Example 11

Solve x% + cosy=0, given yzé when x = /2

4
Solution :
x dy = - cosy dx

\ ¢gpecydy=- (‘)O)I(—X +k, where k isaconstant of integration.

log (secy +tany) + log x =log ¢, where k=logc
or X(secy+tany) =c.
Whenx:«/f,y:%,wehave
«/E(sec%ﬂan%):c or c=2(J2+1)=2+42
\ The particular solution is x (secy +tany) = 2 + /2

Example 12

The marginal cost function for producing x unitsis
MC = 23+16x - 3x? and thetotal cost for producing 1 unit is
Rs.40. Find the total cost function and the average cost
function.

Solution :
Let C(x) be the total cost function where x is the number of
units of output. Then

dC - Mc=23+16x- 3x2
dx
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\ QR dx = §23+16x - Bx)cdx+ k |
C =23x + 8x2- x3+k, where k isacongant
At x=1, C(x) =40 (given)
23(1) + 8(1)2- 13+k=40 b k =10
\ Total cost function Cx) = 23x + 8x2- x3 + 10

_ Total cost function
X

_ 23x+8x*- x*+10
X

23+ 8- 2+ 0

Average cost function

Average cost function

Example 13

What isthe general form of the demand equation which
has a constant elasticity of - 1 ?

Solution ;

Let x be the quantity demanded at price p. Then the
eladticity is given by

_ - padx
hd_po
i “bhdx _ . dx _ dp “dx _ ~dp
Given x dp - 1 b sl b O;_OF+|ogk

X
P logx=logp+logk, where Kk isa congtant.
P logx=logkp P x=kp P p:%x

i.e. p=cx, wherec = 1 isacongant

k
Example 14
The relationship between the cost of operating a

war ehouse and the number of units of items stored in it is

given by dc _ ax + b, where C isthemonthly cost of operating

thewarehouseand x isthenumber of unitsof itemsin storage.
Find C asafunction of x if C=C, whenx=0.
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Solution :

Given 9C = ax +b \ dC = (ax +b) dx

dx
JC = gax+b)dx + k, (k is aconstant)

2
p C =aXT+bx+k,

whenx=0, C=C, \ (1)b CO:%(O) +Db(0) + K
P k=C,
Hence the cost function is given by

_a
C=5x+bx+ G

Example 15

The slope of a curve at any point is the reciprocal of
twicethe ordinate of the point. Thecurve also passesthrough
the point (4, 3). Find the equation of the curve.

Solution :
Slope of the curve at any point P(x, y) is the dope of the
tangent at P(X, y)

N A
dx 2y

Rydy = ¢ggx+c b y? =x+c
Since the curve passes through (4, 3), we have

9=4+c P c=5
\ Equation of the curveis y2=x+5

P 2ydy=dx

EXERCISE®6.2
Ldy | [1-y? o ody _ 1+
1) Solve (i) x + T o0 =0 (i) I~ 1o
L dy _ y+2 . > > dy _
(iii) X - 1 (iV) X1+ y? +yy1+X &—0
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2) Solve (i) % =e>V+ x3 eV (ii) (I- ) sec?ydy + F*tany dx=0
3) Solve (i) % =Xy + 2ax (i) x(y?+ 1) dx +y(x®>+ 1)dy =0
(i) 6 - AT +y7+ %7 =0

4 Solve (i) xdy + ydx + 4+/1- x2y? dx =0 (ji) ydx- xdy+3x2y%e<dx = 0

Z+4y+ Zry+
Yy *+ay+ts iy Y Ty*L g
X - 2X+2 dx x“+x+1
6) Find the equation of the curve whose slope at the point (X, y) is
3x? + 2, if the curve passes through the point (1, -1)

5) Solve (i) % =

7 The gradient of the curve at any point (x, y) is proportiona to
itsabscissa. Find the equation of the curveif it passes through
the points (0, 0) and (1, 1)

y
1- x
9 What is the general form of the demand equation which has an

elagticity of -n ?
10) What isthe general form of the demand equation which has an

elasticity of - %?

8  Solve:sinixdy+ dx =0, giventhaty = 2 whenx =

N

2

11) The marginal cost function for producing X units is
MC = e** 7. Find the total cost function and the average cost
function, given that the cost is zero when there is no production.

6.2.3 Homogeneous differential equations

A differentid equationin x and y issaid to behomogeneous
if it can be defined in the form

dy _ f(xy)

dx — 9(xy)
homogeneous functions of the same degreein x and .

by Ay XY dy XY

dx xZ+y? Tdx XY T dx X HY

14

wheref(x, y) and g(x, y) are




and D oJX-yiry
dx X
are some examples of first order homogeneous differential equations.
6.2.4 Solving first order homogeneous differential equations

fweput y=vx then N =v+ x 3 and the differentia

equation reduces to variables sep)z(aerabl eform. The solutionis got
by replacing % for v after the integration is over.

Example 16

Solve the differential equation (x? + y?)dx = 2xydy
Solution :

The given differential equation can be written as

dy B X2+ y2
ax 2y T (1)
This is a homogeneous differential equation
_ dy _ av
Put y=vx \ &_\dex (2)
Subgtituting (2) in (1) we get,
dv XAV 14V
VXX Y,
dv _1+V dv _ 1-V°
Xax "NV P X T T
Now, separating the variables,
2V _ dx -2V _ .- dx
T\ dv= x or Ol_ Vo O_Xq( )+cl

.
log (1- v2) =- logx +log ¢ [o%dx:mgf(x)]
or log(1-v3d)+logx=logc P (1-Vv¥)x=c
Replacing v by % we get

15



Yake)
g[ TTIX=C or X?-y?=cx
2

X
Example 17

Solve : (x3 + y3)dx = (x2y + xy?) dy
Solution :

The given equation can be written as

dy __ X+y’

&_x2y+xy2
Put y=vx \ dy—v x

dx
dv 1+v3
b VEXX T vV
b dv _ 1+V® _1-v: (1-vd+y)
Xax v+ Y T VvD) T v(v+))

Ol—‘_vdv=(‘1;dx+c
-V _ Al (A-v-1

p Ol-_vdv = O;dx+c or olidv 0;dx+c
&, Do 1

p (gli"'ﬁbdv —-qu+C

\ v+log(l-v) =-logx+c

Replacing v by % we get %Hog(x- y)=c

Example 18
Solve xdy zy- «/7
Solution :
Now, & = y-C+y (1)

" odx

X
_ dy _,
Put y=vx \ d—— dx

16



= 1+v
dx X
\ X@ =- _\/—2 or = dv =- %
dx 1"'(;’ A1+ X
A OV ~dx
P Ofey Tt

b log (v ++/1+v®)=- logx + log c
log x (v ++/1+v?)=log c
or X(V+41+v?) =c

é 20

: ~y y 2 L2

i.e Xxét+.[1+=0 =c or y+ + =cC
ey Xza y+ X +y

e
Example 19
Solve (Xx+y)dy + (X- y)dx =0
Solution :
Lo dy_ &-yo
The equation is I gx+ Yo (1)
_ dy _ dv
Put y=vx \ &_\dex
av  __ X-wx av _ _ 1-v
we get V+de rvx V+de Ty
, dv __?-er'_g' dv _ - (1-v+v+\3)
i.e X = ¥+v Vg or X = 15V
i+v o _ 1
\ 1_Wde— de or
L+ dv 1. 2v _ 1
Oz & * 2007 = 0 5 X+ e
tarrlv+%log(1+v2):-logx+c
L 2 2 A
i 130 1 Yy 9.
i.e tam gx¢+2|°9 5 logx + ¢

17



2y 0

180 1 2 4+v2) - Lok =-
tam gxg+zlog(x +y9) 2Iog< logx + ¢

- 130 1 2 4\2) =
i.e. tam gxb+zlog(x +y9)=cC

Example 20

Thenet profit p and quantity x satisfy thedifferential
dp _ 2p3 _ XS
dx ~  3xp?

Find therelationship between thenet profit and demand
given that p =20 when x = 10.

equation

Solution :
dp_2p3- N
&_ 3Xp2 _____________ (1)
is adifferentid equationin x and p of homogeneous type
_ dp _ dv
Put p—vx\d &_3V+de | 3
av _ 2vi-1 av _2v-1
QP v+de— 22 p de =gz -V
b dv _ é+Vv’u

Xdx T &3

3 dx NIV
1 M0 O e O =k
P log(1+Vv3 =-logx+logk , where k isaconstant

k . k
3) = logX 3-K
Iog(1+v)—logX i.e. 1+v x

Replacing v by % , we get

P x*+p3=kx?
But when x = 10, it isgiven that p = 20
\ (1003 + (203 =Kk(102 b k=90 \ x3+p3=90x?
p3 = x2 (90 - Xx) isthe required relationship.
18



Example 21

The rate of increase in the cost C of ordering and
holding as the size g of the order increases is given by the
differential equation

2
g—g :%. Find therelationship between C and
qgif C=1wheng=1
Solution :
2
o ®
This is a homogeneous equation in C and g
dC dv

Put c=vqg \ d—q:v+qd—q

dv v2q2+2vq2 B

P V+dgg = e V2 + 2v
dv _ dv _ dq
p qdq —V2+V—V(V+l) P V(V+:D_E
v+ - v .dg .
[} Ode = ()E+k,k|saconstant

dv o adv _ A9

v - Qs = Og *logk,

P logv- log(v+1)=1logq+logk
vV - vV __
P log vl loggk or vl kq

Replacing v by % we get, C =kq(C +0q)

whenC=1andg=1

C=kq(C+q) b k=1

\ C= @ is the relation between C and q
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Example 22

Thetotal cost of production y and the level of output x
arerelated tothemarginal cost of production by the equation
(6x2 + 2y?) dx - (X% + 4xy) dy = 0. What is the relation
between total cost and output if y =2 when x =17?

Solution :
Given (6x2 + 2y?) dx = (x2 + 4xy) dy
dy _ 6x°+2y°

ax X+d4xy T (1)
is a homogeneous equation in X and .
_ dy _ ., . dv
Put y=vx\ A v+xdx
dv _ 86X +2y° 1+4v 1
(Db vx dx — x®+4xy o B-v- 2v2dv_ de

1- 4v U .
\ oﬁdv 0;dx+ k, wherek isaconstant

P -log(6-v-2v?) =logx + logk =log kx

S S
P 6-v- 22 kx
P x=c(6x2- xy-2y’) wherec= % andv = %
whenx=1 and y=2, 1=c(6-2-8Pb (;:.%r
p 4x = (2y? + xy - 6%?)
EXERCISE 6.3
1)  Solvethe following differential equations
i ﬂ = l - y_z H ﬂ — y y
® dx x  x? (i) 2dx X X
.. dy _ Xy -2y dy B
) G =53y V) xy- g =y
dy _ ¥y - 2%y dy _ Xy
V) G = X-2ny M) G = x- y?

20



2)

3)

(Vi) (x + y)2dx = 22 dy (viii) x% = y+ X2 +y?

Therate of increase in the cost C of ordering and holding as
the size g of the order increases is given by the differential

. dc_C+q* _ -
egation dq = 2Cq Find the relatinship between C and

q if C=4when g=2

The total cost of production y and the level of output X
are related to the marginal cost of production by the
247 - y?

eguation % STy What is the total cost function

if y=4when x=27?

6.2.5 First order linear differential equation

A firgt order differential equation is said to be linear when

the dependent variable and its derivatives occur only in first degree
and no product of these occur.

An equation of the form % +Py=Q,

where P and Q arefunctions of x only, iscaled afirst order
linear differential equation.

For example,

(i);—di+3y:x3;hereP:3, Q=x3
(ii)%+ytanx:cosx, P=tan x, Q = cosx

, Q=¢
Q=(1+x)’

. dy _ __3
(|||)&x-3y—xex, P= .
X

. dy 3
2 - 2 -
(iv) (1 +x )& Xy = (1), P="7

arefirst order linear differential equations.

6.2.6 Integrating factor (I.F)

A given differentid equation may not be integrable as such.

But it may become integrable when it is multiplied by a function.

21



Such afunction is caled the integrating factor (I.F). Hence an
integrating factor is one which changes a differential equation into
onewhich isdirectly integrable.

Let us show that €9 isthe integrating factor

for %+ Py =Q -ceomeee- (1)
where P and Q are function of x.

dx APdx ~Pdx
Now, %(yeﬁ )= B (0" +y%(edjd)

dx
_ dy g g d
SV T OPax
_ dy g g% o - (dy g
= © +ye* P —(&+Py)e

When (1) is multiplied by e,

it becomes(% +Py) e = Qed™

i eé’dx = g
b o (ye" ) =Q e
Integrating this, we have
yed” = R dx+c cmmmeeeees ()
So e isthe integrating factor of the differential equation.

Note
(i) €9 = f(x) when f(x) >0

i) 1f Q=0in X + py=Q then the general solution is
y (I.F) =c, Wﬂ)ére c is aconstant.
(i)  For the differential equation g—i(, + Px=Q wherePand Q
arefunctions of y alone, the (I.F) is ed”
x(I.LF)= RU.Fdy+c

22
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Example 23
Solvethe equation (1- xz)% -xy=1
Solution :

The given equation is (1- x?) % -xy=1

& x o 1
dx  1- X2 1- x?
Thisis of the form (;_'Z +Py=0Q,

_ X A1
WhereP—l_ NG ,Q—l_ NG

~Pix A—X_dx
IF =™ =40 = 1o 2

The generd solutionis,
y(L.LF) = R(.Fdx +c

yy1- X2 = ﬁ J1- X dx +¢

~ dx

yvV1- x> =simix + ¢

Example 24

Solve %+ay = e (wherea?t -1)
Solution :

The given equation is of the form ;_di +Py=0Q
Here P=a ; Q=¢

\ LF = eI =
The genera solution is

y(.LF) = R(.Fdx +c
23



P yex =ggeXdx+c=g"dx+c
_ e(a+l)x
y e = o +cC
Example 25
dy =
Solve cosx& +tysinx=1
Solution :
The given equation can be reduced to
dy , ,snx _ _1 dy _
o "Yoosx T cosx O gx T Yt = sex

Here P=tax ; Q =secx
ILF = 9™ = gousex = gecx
The genera solution is
y(.LF) = ¢R(.F)dx+c
ysecx = ¢pec’xdx +c¢
\ ysecx =tanx+c

Example 26

A bank pays interest by treating the annual interest as
the instantaneous rate of change of the principal. A man
invests Rs.50,000 in the bank deposit which accruesinterest,
6.5% per year compounded continuously. How much will he
get after 10 years? (Given : e65=1.9155)

Solution :
Let P(t) denotes the amount of money in the account at time
t. Then the differentia equation governing the growth of money is

dP _ 655 _ dP _ .
& = 10gP=0085P P G5 = (f0.065) dt +c¢

logP=0.065t+¢c \ P =gl06%t ¢
24



P =c €08t (1)
At t=0, P=50000.
(1)P 50000 =c, & or ¢, =50000
\ P = 50000 065t
At t=10, P= 50000 0065x10 = 50000 e0-65
= 50000 x (1.9155) = Rs.95,775.

Example 27
Solve %+ y COSX = %sin 2X
Solution :
Here P=cosx ; Q= %sian
P dx = ¢fosxdx =sinx
|.F = ™ = gsinx
The genera solution is
y (ILF) = RUF)dx+c

1. . Let snx =t,
= @zanX. enxdx + ¢

then cosx dx = dt
= (fin xcosx. eN*dx +c

= gedt+c =€(t- 1)+c
=eNX(sdnx- 1) +c
Example 28
A manufacturing company hasfound that thecost C of
operating and maintaining the equipment is related to the
length m of intervals between overhauls by the equation
mZg—rCT:] +2nC =2 and C =4 when m = 2. Find the
relationship between C and m.
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Solution :

Given mzd—C+2mC:2 or d_C+&:%
dm dm m ~ m

Thisisafirst order linear differentia equation of the form
dy _ _2. _ 2
o Py=Q, where P=01 Q=17
~odm N2 m
ILF=ed" = 0" = gogm? = 2
Generd solution is

C(.F) = RU.Fdm+Kk where k isaconstant

Cnm? = (‘)r%mzdm+k
Cn? =2m+Kk
When C =4 andm = 2, we have
16=4+Kk p k=12

\ Therdationship between C and m is
Cm=2m+ 12 =2(m+ 6)

Example 29

Equipment maintenance and operating costs C are
related to the overhaul interval x by the equation

x29C _ 10xC = - 10 with C = C, when x = x,.

dx
Find C asa function of x.
Solution :
x29C _1oxc=-10 or 4C . 10C :-1—9
dx dx X X
Thisisafirg order linear differential equation.
__10 __10
P = ~ and Q= 2

. _ 10,4, _ 210
P =0 de— 10logx =log 2 5
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| Ez o = Jm, . L
X
Gengrd solution is

C(1.F) R (I.F) dx + k, wherek is a constant.

C _ 10210 C _10&10
10 —o—zg—dx+k orx —11r + Kk

X x* &x'
whenC=C, X=X,
C 21 0
_1(()) = 10 L +k b k= <. 1011
X S 11gX g X0 11

\ Thesolutionis

C _10®16, €c 10U
X0 - T1&xiy T &0 1l
Cc _10%1_ 109

LT

X0 T ILEXT X'

EXERCISE 6.4
1)  Solvethefollowing differential equations

b ==
XlO

() ﬂ+ycotx=cosecx

dx
(i) %-sianzycotx
iii dy cot x = sin X
(@) F*Y
(iv) %+ycotx=4xcosecx,if y=0whenx=g—
(v) % 3dycotx=sin and if y:2Whenx:g—
(vi) Sy 3y =x2

2
dy+ e 12 7 giventhat y=0whenx=1

M) Gt 1y (1+x%)
27



2)

3

4)

(viii) ——ytanx e sec X

dy , Y _
(ix) Iogx& s sin
A man plans to invest some amount in a small saving scheme
with a guaranteed compound interest compounded continuously
at the rate of 12 percent for 5 years. How much should he

invest if he wants an amount of Rs.25000 at the end of 5 year
period. (e96=0.5488)

Equipment maintenance and operating cost C are related to

the overhaul interval x by the equation x*== dc (b- 1)Cx = - ba,

where a, b are constantsand C = G, W?\en X =X,. Findthe
relationship between C and x.

The change in the cost of ordering and holding C as quantity g

C

isgiven by z—gz a- awhereaisaconstant.

Find C as afunction of q if C=C;, when q=q,

6.3 SECOND ORDER LINEAR DIFFERENTIAL
EQUATIONS WITH CONSTANT COEFFICIENTS

The general form of linear and second order differential

equation with constant coefficientsis

dy d
F+bdy + ¢y = f(x).

We shall consider the cases where
(i) f(x) =0 and f(x) = Ke*

For example,

()35 d y gi +6y=0(0or) 3y- 5y +6y=0

i _y_ dy — eoX 2 _ — eoX
(i) o 4&+3y e (or) (D?- 4D +3)y=¢
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y

(|||) Sy -y=7(or)(D?+D- ly=7

are second order linear differential equations.

6.3.1 Auxiliary equations and Complementary functions
2

For the differential equation, az 2/ + b% + ¢y = f(x),

am? + bm + ¢ =0 issaid to be theauxiliary equation. Thisisa
quadratic equation in m. According to the nature of the roots m
and m, of auxiliary equation we write the complementary function
(C.F) asfollows.

Nature of roots Complementary function
(i) Red and unequal (m, * m,) A" + B2
(i) Rea and equal (M, = m,=m say) (Ax + B) @™
(i) Complex roots (a +ib) e?*(Acos bx + Bsin bx)
(In al the cases, A and B are arbitrary constants)

6.3.2 Particular Integral (P.I)
Consider (@D? + bD + )y = € X
Let f(D)=aD?+bD +c

Casel: Iff(l)tr O then | is not a root of the auxiliary
equation f(m) =

Rule: f(D)é = f(l)

Case2: |If f(1)=0, | saidiestheauxiliary equationf(m) = 0.
Then we proceed as follows.

(i) Lettheauxiliary equation have two distinct rootsm, and m,
andletl =m,.

Then f(m) =a(m- m)) (m- m))=a(m- 1) (m- m,)

. — 1 X = 1 | X
Rule: Pl = a(D-I)(D-mZ)el = A xe
29



(i)  Letthe auxiliary equation have two equa roots each equal to

. e m=m,=1I.

\ f(m)=a(m-1)?

: = # X = 1X2 X
Rule: \ Pl aD-1)° e aje'

6.3.3 The General solution

The general solution of a second order linear differential
equation is y = Complementary function (C.F) + Particular
integral (P.1)

Example 30
solve 39 _ 5D Lo g
dx? x YT
Solution :

The auxiliary equation is 3m? - 5m+ 2 =0
P @Bm-2)(m-1)=0

Therootsarem, = 2 and m,=1 (Real and distinct)

3
\  The complementary function is

C.F=A6" +Be
The generd solution is
y:A§X+B@
Example 31
Solve (16D?- 24D +9)y=0

Solution ;

The auxiliary equationis 16m? - 24m+9=0
_3)2 = -3 3
(4m-3)>=0b m 11
The roots are real and equa

30



3y

\ TheC.F is(Ax + B)€e*
§X
The generd solution is y = (Ax + B)e*

Example 32
Solve (D?- 6D +25)y=0
Solution :
The auxiliary equationism? - 6m+ 25=0

- b++/b” - 4ac
2a
_ 6++/36-100 _ 68 _ 3+ 4j
2 2 -
The roots are complex and is of the form

a+ibwtha=3and b=4
C.F =& (A cosbx + B sinbx)

= e (A cos 4x + B sin 4x)
The generd solution is

y = e (A cos 4x + B sin 4x)

P m =

Example 33
d’y _d
Solve P 5d_i + 6y = e
Solution :

The auxiliary equationis m?-5m+6=0 b m=3, 2
\ Complementary function C. F = Ae’ + Be*

——1 X—l X
- D2-5D+6e5 - ee5

\ Thegenerd solution is
y=C.F+P.I

y = AeX +Be2x+%

P.1
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Example 34

d?y dy
— 2 +4 2 + = 2a-3X
Solve vE: 4 I 4y = 2e
Solution :
The auxiliary equationis n?+4m+4=0b m=-2,-2
\  Complementary function is C. F = (Ax + B)e X

1
Pl = ———2e¥
D?+4D +4

= > 1 2e 3% =28 ¥
(-32+4(-3+4

\ The generd solution is
y=CF +P.I|
y=(Ax + B) e + 2e

Example 35
d?y dy
I — -2 2L +4y=5+ 3e*
Solve v I y=5+ 3e
Solution :

The auxiliary equationis m?- 2m+4=0

b m=2¢«/;1-16 _ 2J_ri22«/§ —1+i3

C.F =& (A cos +/3x + B sin 4/3x)

—# 0x _l 0X _ §
-1 L
Pl= D7 p+4°°¢
— 1 _ _3e'x
= 3 X =
(D 2(D+4 > T
\ The generd solutionis
y=CF+P.1, +Pl,
yze‘(Acosﬁx+BsinJ§x)+%+ %e-x
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Example 36
Solve (4D2- 8D+ 3)y=€*"

Solution :
The auxiliary equation is 4m? - 8m+ 3 =0
3 _1
M=7 M=75
3y 1y
C.F = Ae* + B€?
1 X 1 1
Pl =—-—F—F——5¢€ = o2
2 2
_ 1 I — X 1
TAG-90-H ¢ T ae
\ Thegenerd solution is
y=CF. +P.|

N [x

3y 1,
y=A€* +Be* - Z2e

Bx

Example 37
Solve: (D?+ 10D + 25)y = % + e
Solution :
The auxiliary equation is m? + 10m+25=0
P (m+5)2 =0
P m=-5 -5
\ C.F = (Ax+B)e5

P|:—1 EeOX:l ?ig:i
"1 D?*+10D+25 2 25 82g 10
Pl L s

- BX — — —
2= D7+10D+25°  ~ (D+572°
— X_2 5x = X_2 5X
21 €= 7 (€7
\ Thegenerd solution is
33



y=CF+P.1, +Pl,
y= (Ax + B) e+ 1,x e
10 2
Example 38
Suppose that the quantity demanded

2
Qy=42- 4p - 4% + (::Itf and quantity supplied
Q,=-6+8p wherepistheprice. Find the equilibrium price

for market clearance.

Solution :
For market clearance, the required conditionis Q,= Qq
dp . d’p
b  42-4p-4-F+ = =-6+
P
b 48-12p-4P + =L -9
. P MEINCS
P p _
P -4 " - 12p=-4
R e
The auxiliary equationis m? - 4m- 12=0
P m=6, -2
C.F. = Ae®' + Be™t
- 1 (- t — L - =
P.l= D7-4D- 12 (-48) et = 15 (-48)=4
\ Thegenerd solution is
p=C.F.+P.I
p=Aet+Be?+4
EXERCISE 6.5
1) Solve:
. d?y dy _ .d’y dy _
() v 10& +24y =0 (ii) e + dx =0
oodry o d’y dy _
(iii) e +4y=0 (iv) e +4& +4=0
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2  Solve:
(i) (3D*+7D-6)y=0 (i) (4D?- 12D +9)y=0
(i) 3D?-D+1y=0
3) Solve:
(i) (D?- 13D +12)y=e 2+ 5
(i) (D?-5D+6)y=€*+ 3
(i) (D?%- 14D +49)y = 3 + e
(iv) (15D?- 2D- 1)y = el

4)  Suppose that Q= 30—5P+23|;) %P and Q=6+ 3P. Find
the equilibrium price for market clearance.
EXERCISE 6.6

Choose the correct answer

1) Thedifferentia equation of straight lines passing through the
origin is
1

LoX @ D=0 axP=y

dy _
(a)xCI y y

( ) dx
2)  The degree and order of the differential equation

d’y o [dy _
N -6 I 0 are

(@ 2and 1 (b) 1and 2 (c) 2and 2 (dland1
3)  The order and degree of the differential equation

alys _ d’y _ d? y,dy _
g&B-B dx3+7d2 i =x+logx are
(@ land3 (b) 3and 1 (c)2and3 (d)3and 2
oty 5 U g _ d%
gdng dx’
(@) 3and 2 (b)2and3 (c)3and 3 (d)2and 2
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5)

6)

8)

9

10)

11)

Thesolutionof xdy +ydx=0is
@x+y=c (O)x*+y*=c (c)xy=c (d)y=cx
The solution of x dx + y dy =01is

@x+y*=c (|0)_=C (©x*-y*=c (d)xy=c

The solution of ﬂ =eVYis

dx
(a) &¥e*=c (b) y = log ce*
(c) y = log(e+c) (d)ev=c
The solution of % = ket (k isaconstant) is
@c- 5 =p (b) p= ket + ¢
(c)t=|ogc-k—p (d) t = log,p

In the differential equation (x? - y?) dy = Xy dx, if we make
the subsititution y = vx then the equati on is transformed into
2

1+v? _ dx _
(@ v+ve 7 () v(1+v) dv = x
_ dx d_ dx
(© 2.1 =% @) 152 = %
When'y = vx the differential equation x% Syt Ay
reduces to
dv_ gx 5 vav_ _ gx
@ J21” % ®) Jevr =%
dv_ gx q vdv__ dx
© Jie1 =% @ v =

The solution of the equation of the type % +Py=0,(Pisa
function of x) is given by

(a) ye¥™=c¢c (b) y Pdx =c¢
(c) xe™™ =y (d) y = cx
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12)

13)

14)

15)

16)

17)

18)

19)

20)

The solution of the equation of the type g-; +Px=Q(PandQ
are functions of y) is

@y = (R e™dy+c (b) ye®®™ = (R ™™ dx+c
(c) xe®™ = Re™dy+c  (d)xe™ =R e dx +c
The integrating factor of x;—di - y=¢€lis

(a) logx OF © % (@ =1

The integrating factor of (1 + xz)(;—di +xy = (1+x33is

(@ J1+x2 (b) log (1 + %9 (c) eta™x (d) logita™

The integrating factor of %+2—){: x3is

(@ 2log x (b) e (©) 3log(x®)  (d) x?

The complementary function of the differential equation
(D?2- D)y =¢€is

(@ A+Be (b) (Ax+B)e* (c) A +Be* (d) (A+Bx)e*
The complementary function of the differential equation
(D?2- 2D + 1)y = eXis

(a) Ae*+ Be* (b) A +Be* (c) (Ax+ B)e* (d) A+Be™
The particular integral of the differential equation

d’y _dy e
o -5—X + 6y = eXis

d
@ & )X (e @5

The particular integral of the differential equation

d? d )
sz -6 + o= e¥is

e b x2e* xe** d) 96
€) 5] (b) o1 () ST (d)

2
The solution of 3)(3/ -y=0is

(@) (A + B)e  (b) (Ax + B)e () Ae*+ e% (d) (A+Bx)e
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INTERPOLATION AND
FITTING A STRAIGHT LINE

7.1 INTERPOLATION

Interpolation isthe art of reading between thelinesin a table.
It meansinsertion or filling up intermediate va ues of afunction from
agiven set of values of the function. The following table represents
the population of atown in the decennia census.

Yer : 1910 1920 1930 1940 1950

Population : 12 15 20 27 39
(in thousands)

Then the process of finding the population for the year 1914,
1923, 1939, 1947 etc. with the help of the above data is called
interpolation. The process of finding the population for the year
1955, 1960 etc. is known as extrapolation.

The following assumptions are to be kept in mind for
interpolation :

() The vaue of functions should be either in increasing
order or in decreasing order.

(i) Theriseorfal inthe vaues should be uniform. Inother
words that there are no sudden jumps or fals in the
value of function during the period under consideration.

The following methods are used in interpolation :
1) Graphic method, 2) Algebraic method

7.1.1 Graphic method of interpolation

Let y = f(x), then we can plot a graph between different
values of x and corresponding values of y. From the graph we can
find the vadlue of y for given x.
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Example 1
From thefollowing data, estimatethe population for the
year 1986 graphically.
Year : 1960 1970 1980 1990 2000

Population : 12 15 20 26 33
(in thousands)

Solution ;

Yy
u 1
R T+
20 +
28 T
26 T
24 T ———— ———— (1986,24)
» 1

20 T
18 +
16 T

14 T

12 T (1960, 12)

10 : : 1986, : —®- X

1960 1970 1980 1990 2000 2010
year

(2000, 33)

(1990, 26)

(1980, 20)

population in thousands

(1970, 15)

From the graph, it is found that the population for 1986 was 24
thousands

Example 2

Using graphic method, find the value of y when x = 27,
from the following data.

X ;10 15 20 25 30
y 35 32 29 26 23
39



Solution :

354 (10, 35)

(15, 32)

(25, 26)

(30, 23)
: : : N - & x

Thevalueof y when x =27is24.8

7.1.2 Algebraic methods of inter polation

The mathematical methods of interpolation are many. Of these
we are going to study the following methods:

()  Finitedifferences

(i)  Gregory-Newton’sformula

(i) Lagrange sformula

7.1.3 Finite differences

Consider the arguments X, X, X,, ... X, and the entries
Yo Y1 Yor - Y- Herey = f(x) isafunction used in interpolation.
Let us assume that the x-values are in the increasing order
and equally spaced with a space-length h.
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Then the values of x may be taken to bex,, X, + h, x, + 2h,
... X, + nh and the function assumes the values f(x,), f(x,+h),
f(x,+ 2h), ..., f(x,+nh)
Forward difference operator

For any value of x, the forward difference operator D(delta)
is defined by

Df(x) = f(x+h) - f(x).
In particular, Dy, = Df(x,) = f(x,+h) - f(X,) = Y,- ¥,

Df(x), D[f(x+h)], DI[f(x+2h)], ... are the first order
differences of f(x).

Consider D? f(x)= D[D{f(x)}]
= D[f(x+h) - f(X)]
= D[f(x+h)] - D[f(x)]
= [f(x+2h) - f(x+h)] - [f(x+h) - f(X)]
= f(x+2h) - 2f (x+h) + f(x).

D? f(x), D? [f(x+h)], D? [f(x+2h)] ... are the second order
differences of f(x).

In a similar manner, the higher order differences D3 f(x),
D*f(x),...D"f(x), ... are al defined.

Backward difference operator

For any valueof x, the backward difference operator N(nabla)
is defined by
Nf(x) =f(x)- f(x- h)
In particular, Ny =Nf(x)=f(x)- f(x - h)y=y-y .
Nf(x), N[f(x+h)], N[f(x+2h)], ... are thefirst order differences
of f(x).
Consider N2 f(x)= N[N{f(x)}] = N[f(x) - f(x- h)]
= N[f()] - N [f(x - )]
=f(x) - 2f(x - h) +f(x- 2h)
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N2 f(x), N2 [f(x+h)], N2 [f(x+2h)] ... are the second order
differences of f(x).

In asimilar manner the higher order backward differences
N3 f(x), N4f(x),...N"f(x), ... are al defined.

Shifting operator
For any value of Xx, the shifting operator E is defined by
E[f(x)] = f(x+h)
Inparticular, E(y,) = E[f(xy)] =f(x,*h) =y,
Further, B[f(xX)] = E[E{f(X)] = E[f(x+h)] =f(x+2h)
Smilaly EJf(x)] = f(x+3h)
Ingeneral E"[f(X)] = f(x+nh)
Therelation between Dand E
Wehave Df(x) = f(x+h) - f(x)

= Ef(x) - f(x)
Dix) =(E- 1)f(x)

p D =E-1

ie E  =1+D

Results
1) Thedifferences of constant function are zero.

2) If f(x) is a polynomia of the n" degree in x, then the nt
difference of f(x) is constant and D! f(x) = O.

Example 3
Find the missing term from the following data.
X 1 2 3 4
f(x) : 100 -- 126 157

Solution :

Since three values of f(x) are given, we assume that the
polynomial is of degree two.
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Hence third order differences are zeros.

P D¥[f(x)] =0

or Dy, =0

\ (E- 1py,=0 (D=E- 1)
(E3- 3E2+3E- 1)y, =0

b Vo~ 3y, + 3, ¥, =0

157 - 3(126) + 3y, - 100=0
\ y, =107
I.e. the missing term is 107
Example 4

Estimate the production for 1962 and 1965 from the
following data.

Year : 1961 1962 1963 1964 1965 1966 1967

Production: 200  -- 260 306 - 390 430
(in tons)

Solution ;

Sincefivevduesof f(x) are given, we assume that polynomial
is of degree four.

Hence fifth order diferences are zeros.
\ D [f(xp)]= 0
ie. D°(y) =0
\ (E- () =0
i.e. (E°- 5E*+ 10E- 10E+5E- 1)y, =0

y5'5y4+1OY3' 10y2+5y1'y0 =0

390 - 5y, + 10(306) - 10(260) + 5y, - 200=0
P vy-Vy,=-130 e (1)
Since fifth order differences are zeros, we aso have

D [f(x)]=0
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i.e D°(y) =0
ie. (E- 1)°y,=0

(E°>- 5E*+ 10E - 10E+5E- 1)y, =0

Ys- OYs+ 10y,- 10y, + 5y, -y, =0

430 - 5(390) + 10y, - 10(306) + 5(260) - y, =0
P 10y,- y,=3280 @ --------e-e- (2)
By solving the equations (1) and (2) we get,

y, =220 andy, = 350
\ The productions for 1962 and 1965 are 220 tons and 350 tons
respectively.
7.1.4 Derivation of Gregory - Newton’s forward formula

Let the function y = f(x) be a polynomial of degree n which
assumes (n+1) values f(x), f(x,), f(x,)... f(x ), wherex,, X, X,, ...
X, arein the increasing order and are equally spaced.

Let X, - X,=X,- X, =X3- X, =...=X - X_, = h(apostive
quantity)

Here f(x)) =y, f(x) =y, ...f(x) =Yy,
Now f(x) can be written as,

f(x) =a, + a, (X - X)) +a,(X- X )(X-X,) + ...

8, (X Xg) (KX)o (XX g) mommmmemmmemnees (1)

When x = x,, (1) implies

f(x) =a or a =Yy,
When x=x, (1) P

fx) =ay+a, (X, - %)
ey, =y, tah

\ al — yl;’]yo p 31:%

When x=x,, (1) P
f(X2) =87 a:L(Xz B Xo) + az(xz B Xo) (Xz B Xl)
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Vo = Yo 2 (2h) +a, (20) ()

2h2a2_y2'yo Dy
:yz' yo' 2(y1' yo)
:yz' 2y1+yo:D2yo

_Dy
\ %= orpe
In the same way we can obtain
D'y, D' v, _ Dy,

L T3p BT h“""’a”_ Nl h"

subgtituting the values of a,, a,, . an in (1) we get

f(x) =y, + Dyo (X - x0)+

& (x - Xg) (X- X))+

2! h2
U
Fore % X0 67X e (%) e (2)

Denoting X_hxo by u, we get

X- X, =hu

X- X, =(X- Xp) - (X, - X)) =hu-h =h(u-1)

X- X, =(X- X)) - (X,- X;) =hu- 2h=h(u-2)

X- %, =h(u-3)
In generd

X- X, =hu- (n-1)}
Thus (2) becomes,

f(x) =y, +%Dy0 u(u 1) Doy, +

N uu-D(u- 2)...(u- n-1 o
- n!
where u = TXO This is the Gregory-Newton’s forward
formula

0

45



Example5
Find y when x = 0.2 given that

X 0 1 2 3 4
y : 176 185 194 202 212
Solution ;

0.2 liesinthefirst interval (x,, X,) i.e. (0, 1). Sowe canuse
Gregory-Newton’ sforward interpolation formula. Since five values
are given, the interpolation formulais

Dyo u(u 1)D2y u(u - 2'(u 2) DY,

+u(u- D(u- 2)(u- 3) Dy, whereu = X -

41 h
Hereh=1,x,=0andx=0.2
\u=920-92

The forward difference table:
X y Dy D?y Dy DYy
0 176 9
1 185 9 0 1
2 194 8 -1 3 4
3 202 10 2
4 212
\ 'y =176+ —(9) —02(02 L) ©)
N (0.2)(0.2- 1)(0.2- 2) (1) + (0.2)(0.2 (0.2- 2)(0.2- 3) @
3! 4!
=176+ 1.8- 0.048- 0.1344
=177.6176

l.eewhenx =0.2, y=177.6176
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Example 6
Ify,. = 2459, y,, = 2018, y,. = 1180 and
Yoo = 402 find y,,.

Solution :
We can write the given data as follows:
X : 75 80 85 90
y : 2459 2018 1180 402

82 lies in the interva (80, 85). So we can use Gregory-
Newton'sforward interpolation formula. Sincefour vauesaregiven,
the interpolation formulais

Dyo u(u - 1)D2y u(u-1(u- 2)D3

3l

Whereu—%

Hereh=5,x,=75 x =82
_82-75_1_

\ u= G —5—1.4

The forward difference table:
X oy Dy Dy Dy
75 2459

-441

80 2018 ga 397 o
85 1180 o 60

90 402

\y =250 +%d (441)+%(-397)

N 1.4(1.4- )(1.4- 2)
3!
= 2459 - 617.4- 111.6- 25.592
y =1704.408 when x = 82

(457)
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Example 7
From the following data calculate the value of et
X c 17 1.8 1.9 2.0 2.1

e : 5474 6.050 6.686 7.389 8.166
Solution :

Since five values are given, the interpolation formulais

uu-1 u(u-1(u- 2
%= Yo+ 11D¥% * (2! D7y, + 2L ?2'( oy,

N u(u - 1)(u4-! 2)(u- 3 DYy,

where u = %

Here h=0.1, x,= 1.7 x=1.75
\ u:1'75' 17 _ 0.05_
0.1 0.1
The forward difference table :
X oy Dy DYy D¥% DYy
1.7 5.474

1.8 6.050 0,636 0.060 0.007

1.9 6.686 0.703 0.067 0.007 0

2.0 7.389 0.074
2.1 8.166

0.5

0.5(0.5- 1)
21

, 0.5(05- ;?(0.5- 2 (0.007)

=5.474 + 0.288 - 0.0075 + 0.0004375
\ 'y =5.7549375 whenx=1.75

\ y =5474 +%(0.576) + (0.06)
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Example 8

From thedata, find thenumber of studentswhose height
is between 80cm. and 90cm.

Heightincms x : 40-60 60-80 80-100 100-120 120-140

No. of studentsy : 250 120 100 70 50
Solution ;
The difference table

x 'y Dy Dy Dy Dy

Below 60 250
120

Bdow 80 370 -20
100 -10
Bdow 100 470 -30 20
70 10
Bdow 120 540 5 -20

Below 140 590

Let us calculate the number of students whose height is less
than 90cm.
X-% _90-60 _

Here X =90 u= - 20 =15

y(90) = 250 +(1.5)(120) +(1'5)(2¢‘D(- 20)
L4905 9A5-2) | AHLS- L5 A

3! 4!
=250+ 180- 7.5+ 0.625 + 0.46875
= 42359 ~ 424

Therefore number of students whose height is between
80cm. and 90cm. isy(90) - y(80)
i.e. 424- 370 =54,

Example9

Find the number of men getting wages between Rs.30
and Rs.35 from the following table
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Wages x : 20-30 30-40 40-50 50-60

No.of men vy : 9 30 35 42
Solution :
The difference table
X y Dy D?y D3y
Under 30 9
30
Under 40 39 5 5
Under 50 74 3 7
42

Under 60 116

Let us calculate the number of men whose wages is less
than Rs.35.

_ _X-X _35-30 _
For x=35, u= T =05

By Newton’s forward formula,

y(35) = 9+(0—'15) (30) +(05)(2¢'1) (5)

N (0.5)(0.5-3 !])(0.5- 2 9

=9+15- 0.6+0.1
= 24 (approximately)
Therefore number of men getting wages between
Rs.30 and Rs.35 isy(35) - y(30) i.e. 24- 9=15.

7.1.5 Gregory-Newton’s backward formula

Let the function y = f(x) be a polynomia of degree n which
assumes (n+1) values f(x,), f(x), f(x,), ..., f(x.) where x,, X, X,
..., X, arein theincreasing order and are equally spaced.

Letx, - X, =X,- X, =X;- X, =...X - X, = h(apostive
quantity)
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Here f(x) can be written as
f(x) =a,+ a,(x-x) +a,(x-x) (X-X_,) + ...
+ X X) (X X,) (Ko X,) =mmeees (1)
Whenx=x_, ()P
fx) =8, or a,=y,
When x=x_,,(1)P
f(xn- l): a0 + a:I.(Xn- 1 Xn)
or yn-l :yn+a'.l.(_ h)

or a1 — yn_hyn—l b a1: N_E]/n

When x=x_,, (1)b
f(Xn-z) = a0 + al(xn-z_ Xn) +a2(Xn-2_ Xn) (Xn-z_ Xn—l)

Yoz =Y S (-20) +a, (- 21) (1)

2h2a2 = (yn—2 - yn) + ZNyn
= n-2" yn + 2(yn_ yn— 1)
= n-2" 2yn—l + yn = Nzyn

_ N2y,
T
In the same way we can obtain
_ Ky, _ Ny, _Rny,
TSR P TI S B

N2y,

2!h?
Nn

+—n?/“ (%= %) (X=X p) oo (X X)) =mmmmmmmmeee

Further, denoting %by u, we get

\ (X)) =y, + N—%/” (X-x) + (X=X )(X-X_ ;) + ...

X-X, =h,
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X=X, = (x-X) (XX, ) = hu +h=h(u+)
X=X = (X- %) (X X, ,) = hu + 2h = h(u+2)
X=X 5 = N(U+3)

In genera
X=Xk = h(U+k)

Thus (2) becomes,

u(u+l

2!
N u(u+l)..{u+(n- 1} X- X,

ol Ny where u = T

f(x) =y + %Nyn+ Nay + ...

Thisis the Gregory-Newton's backward formula.

Example 10

Using Gregory-Newton’s formula estimate the
population of town for the year 1995.

Year X : 1961 1971 1981 1991 2001
Population y : 46 66 81 93 101
(in thousands)

Solution :

1995 lies in the interval (1991, 2001). Hence we can use
Gregory-Newton's backward interpolation formula. Since five
values are given, the interpolation formulais

~ u(u+l) - uu+)(u+2) ~
Y =Yy tgiRy, + (2! )Nzyﬁ%'\m
AL +D(U4T Au+3 N, whereu= x-hx4

Hereh =10, x, = 2001 x = 1995

|y = 1995- 2001 _

10 -0.6

52



The backward differencg table L . N
X y Ny N2y N3y N4y
1961 46
1971 e 20 5 ,
1981 81 P 3 T -3
12 ) )
1991 93 4

2001 101 8
\y =101 NG %.6) ) NG 0.6)(2-!0.6+1) .
L, £06)(- 0.6;1)(- 0.6+2) C1)+
(- 0.6)(- 0.6+1)(- 0.6+ 2)(- 0.6+ 3)
T -3

= 101- 4.8+0.48+0.056+0.1008 \ y=96.8368
i.e. the population for the year 1995 is 96.837 thousands.
Example 11

From the following table, estimate the premium for a
policy maturing at the age of 58

Age X 40 45 50 55 60
Premiumy : 114.84 96.16 83.32 74.48 68.48
Solution :

Since five values are given, the interpolation formulais

~ uu+D(u+2)(u+3 ~
y =Y, + Ny, (u+3( " JU*I) Ry,
where u :58;_)60 =-04
The backward difference tgble — N N
X y Ny N2y N3y Ny
40 114.84
45 96.16 'ggi 584 o,
50 83.32 -8.84 4.00 _1' 16 0.68
55 74.48 6.00 2.84

60 68.48
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(-0.4)

\y =es4s+ (e (_0'4—;(0'6)(2.84)

NG o.4)(g.6)(1.6) (-1.16) + 0.4)(0.625)Afl.6)(2.6) (0.68)

=68.48 + 2.4- 0.3408 + 0.07424 - 0.028288
\ y =70.5851052 i.e. y~70.59
\  Premium for a policy maturing at the age of 58 is 70.59

Example 12
From the following data, find y when x=4.5
X 1 2 3 4 5
y - 1 8 27 64 125
Solution :
Since five values are given, the interpolation formulais
~ uu+Y(u+2)(u+3
y =y, + gy, +et (X n UCRE NIV
_ X=X
where u h
Hereu = % =-05
The backward difference table :
x y Ny Ny Ny Ny
1 1 2
2 8 19 12 6
3 27 37 18 6 0
4 64 61 24
5 125
|y =125+ (- 2.5) (61)+(_ 0.5%(0.5) (24) + (- 0.5)(2.5)(1.5) (6)

\ y=91125 when x=45
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7.1.6 Lagrange' s formula

Let the function y = f(x) be a polynomia of degree n which
assumes (n + 1) vaues f(x,), f(x,), f(x,) ...f(x) corresponding to
the argumentsx,,, X;, X,, ... X, (not necessarily equally spaced).

Heref(x,)) =y, f(x) =y, ... f(x)) =,

Then the Lagrange' s formulais
) = (X= %)(X= %,)...(X- %)
=0 (% X))~ %)% - %,)
.\ (X= X)(X- %,)..(X- ;)
(- %)04- %)-(% - %)
oy X0 %) (x %,)
(6 - %) - %)% - X,

+

Example 13

Using Lagrange’s formula find the value of y when
x = 42 from the following table

X 40 50 60 70

y 31 73 124 159
Solution :

By datawe have

X, =40, X, =50,X,=60,x,=70and x =42
Y,=31,y,=73,y,=124,y,= 159
Using Lagrange' s formula, we get
_ (X- X)(X- X%)(X- %)
Y7 ol )%~ %)% %)
(X- %)(X- %)(X- %)
(% - %)% - %)% - %)
(X- X)(X- X)(X- X5)
Y2 (%, - %)% - )(%, - %)
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(X- X)(X- X)(X- %,)

Y3 (%, - %)%= X )(%; = X,)
(- 8)(- 18)(- 28) (2)(- 18)(- 28)
Y(42) = 3110)C20)(-30) * 73{10)(-10)(- 20)
(2)(-8)(- 28) (2(-8)(- 19)
*124720@0(-10 *15° (30)20)(10)

= 20.832 + 36.792 - 27.776 + 7.632
y = 37.48

+

Example 14

Using Lagrange' sformulafind y when x = 4from the
following table

X : 0 3 5 6 8

y : 276 460 414 343 110
Solution :

Given

X,=0, x,=3,X,=5,X,=6,x,=8andx =4
Y, = 276,y, = 460,y, = 414, y, = 343,y, = 110
Using Lagrange' s formula
(X= X)(X= %)(X= X)(X- X,)
Yo%, - X)(% - %)(% - %)%~ X,)
oy XK X)X X)(x- %,)
Y106 - %)% - %)04 - X)(% - X,)
4y KX X)X %)(X- X,)
Y2 (%, - %) (%, %)(%, - X)(X, - %)
4y %) X)X %) (X %,)
Y3 (%, - %) (% - %)% - %)% - X,)
4y KX X)X X)X~ %)
Yo%, = %)%~ %)% - %)(%, - X;)
56

y:




(D24 @)(- D(- 2(-4)
= 215035 6)(-8 T 403 (-2 (-3)(-5)
@AOCACD . (HOED-9
B RE)E) PR B2
(DO 1(-2
+ 11078932
=-3.066 + 163.555 + 441.6 - 152.44 + 3.666
y =453311

Example 15

Using Lagrange's formula find y(11) from the
following table

X : 6 7 10 12

y 13 14 15 17
Solution :

Given

Xo=6, X, =7,Xx,=10,x,=12and x =11
Yo=13,y,=14,y,=15,y,= 17
Using Lagrange sformula

(O G 1)
= BT¢ace 30D
BACD . _ EAO
* LaE) e
= 2.1666 - 4.6666 + 12.5 + 5.6666

y = 15.6666

EXERCISE 7.1

1 Using Graphic method, find the value of y when x =42, from
the following data.
X 20 30 40 50

y 51 43 A 24
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2)

3

4)

6)

8)

9

The population of atown is as follows.

Y ear X: 1940 1950 1960 1970 1980 1990
Population y: 20 24 29 36 46 50
(in lakhs)

Estimate the population for the year 1976 graphicaly

From the following data, find f(3)

X : 1 2 3 4 5

f(x) : 2 5 - 14 32
Find the missing term from the following data.

X 0 5 10 15 20 25
y D7 1 14 -- 24 32

From the following data estimate the export for the year 2000
Year x : 1999 2000 2001 2002 2003
Export y : 443 - 369 397 467

(in tons)

Using Gregory-Newton’sformula, find y when x = 145 given
that

X : 140 150 160 170 180

y . 46 66 81 93 101

Using Gregory-Newton's formula, find y(8) from the following
data.

X 0 5 10 15 20 25
y 7 1 14 18 24 32

Using Gregory-Newton’'s formula, calculate the population for
the year 1975

Year ) 1961 1971 1981 1991 2001
Population 98572 132285 168076 198690 246050

From the following data find the area of a circle of diameter
96 by using Gregory-Newton’'s formula

Diameter x : 80 85 0 95 100
Area y : 5026 5674 6362 7088 7854
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10) Using Gregory-Newton's formula, find y when x =85

X . 50 60 70 80 0 100
y 184 204 226 250 276 304
11) Using Gregory-Newton's formula, find y(22.4)
X : 19 20 21 22 23
y © 91 100 110 120 131
12) From thefollowing datafindy(25) by using Lagrange’ sformula
X 20 30 40 50
y . 512 439 346 243

13) If f(0) =5, f(1) = 6, f(3) = 50, f(4) = 105, find f(2) by using
Lagrange' s formula

14) Apply Lagrange's formulato find y when x = 5 given that
X : 1 2 3 4 7

y : 2 4 8 16 128

7.2 FITTING A STRAIGHT LINE

A commonly occurring problem in many fieldsisthe necessity
of studying the relationship between two (or more) variables.

For example the weight of a baby is related to its age ; the
price of a commodity is related to its demand ; the maintenance
cost of acar isrelated to its age.

7.2.1 Scatter diagram

This is the simplest method by which we can represent
diagramatically a bivariate data. 4
Suppose x and y denote
respectively the age and weight
of an adult male, then consider
asampleof n individualswith
ages X,, X, X ... X, and
the corresponding weights as
Y Yor Yar oo Y, Plot the points Fig. 7.1
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(X5, YD) (X5 V), (X5, ¥5), - (X, Y,) onarectangular co-ordinate
system. Theresulting set of pointsin agraphiscalled ascatter
diagram.

From the scatter diagram it is often possible to visualize a
smooth curve approximating the data.  Such a curve is called an
approximating curve. In the above figure, the data appears to be
well approximated by a straight line and we say that a linear
relationship exists between the two variables.

7.2.2 Principle of least squares

Generally more than one curve of a given type will appear to
fit aset of data. In constructing linesit is necessary to agree on a
definition of a“best fitting ling’. R

Consider the data points Y % Y) o dc
(X1! yl)’ (le y2)1 (X31 yg); d2' . . n
(x,, Y- Foragivenvalueof X, .

.
say x,,in generd therewill bea q Yok
difference between the vaue v,
and the corresponding value as »>
determined from the curve C Fig. 7.2 X
(inFig. 7.2) o

We denote this difference by d,, which is referred to as a
deviation or error. Here d, may be positive, negative or zero.
Similarly corresponding to the values x,, X,, ... X, we obtain the
deviationsd,, d,, ... d,.

n

1

(X;U yl)

A measure of the “goodness of fit” of the curve to the set of
data is provided by the quantitiesd,?, d.?, ... d 2.

Of al the curves approximating a given set of data points, the
curve having the property thatd,? +d,? + d,? +...+ d 2isaminimum
isthe best fitting curve. If the approximating curve isastraight line
then such alineis cdled the “line of best fit”.
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7.2.3 Derivation of normal equationsby theprinciple of least

sguar es.
Let us consider the fitting of a straight line
y=ax+b - (1)

toset of n points (X, ¥,), (X, ¥,), -.- (X, Y,)-
For the different values

of a and b equation (1) yt

represents a family of straight PO, Y) g s

lines. Our am isto determine A

aand b sothat theline (1) is

the line of best fit. / H](XN ax, +b)
Now a and b are ]

determined by applying

principle of least squares. 5 M

Let P (x, y.) be any Fig.7.3
point in the scatter diagram.
Draw PM perpendicular to x-axis meeting the line (1) in H. The
x-coordinate of H isx.. The ordinate of H isax; + b.

PH =PM - HM

=y, - (ax, +b) isthe deviation for y..

According to the principle of least squares, we have to

find a and b sothat

E= s PHI = s [y, - (ax, + b)]?isminimum.

=<V

For maximaor minima, the partid derivativesof E with respect
to a and b should vanish separately.

\ %E—op ZSx[y (ax, + b)] =

an +bOx—|le|y ............. )



i.e, Sy,- aSx;- nb=0

n n
P agx+nb= 0y s )
(2) and (3) are known asthenormal equations. Solvingthe
normal equationswe get a and b.

Note
The normal equations for the line of best fit of the form

y=a+bx are
na + bSx. = Sy.
asSx. + bSx.> = Sx. y.
Example 16
Fit a straight line to the following
Sx=10,Sy =19, Sx?=30, Sxy=53and n =5.
Solution :
Thelineof best fitisy=ax + b

Sy =aSx+nb

Sxy = aSx? + bSx

P 10a+5b=19 @ -----omeeee- (1)
30a+ 10b=53  ------------ (2)

Solving (1) and (2) weget, a=15 and b =0.8
Theline of best fitisy = 1.5x + 0.8
Example 17

In a straight line of best fit find x-intercept when
Sx = 10, Sy=16.9, Sx?*=30,Sxy =47.4and n = 7.

Solution :
Theline of best fitisy=ax + b

The normal equations are
Sy =aSx+nb
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Sxy = aSx? + bSx
P 10a+7=169 ----------- (1)
30a+ 10b=47.4 ----------- (2)
Solving (1) and (2) we get,
a=148 and b=0.3
Theline of best fitis y = 1.48x + 0.3

\ Thex-intercept of the line of best fit is- %
Example 18
Fit a straight line for the following data.
X 0 1 2 3 4
y 1 1 3 4 6
Solution :
Thelineof best fitis y=ax+b
The normal equations are
aSx+nb =Sy = emmmeeeeee- (D
aSx?+bSx=Sxy = —memeemeeee- (2)
Now from the data
X y X2 Xy
0 1 0 0
1 1 1 1
2 3 4 6
3 4 9 12
4 6 16 24

10 15 30 43
By substituting these values in (1) and (2) we get,
10a+5b=15 e (3)

30a+10b=43 e (4)
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Solving (3) and (4) weget, a=1.3 and b=0.4
The line of best fitis y=1.3x + 0.4.
Example 19
Fit a straight line to the following data:

Xx: 4 8 12 16 20 24
y: 7 9 13 17 21 25

Solution :

Take the origin at % =14
Letui:)Q_T14 Heren=16
Thelineof best fitisy=au+b
Thenormal equationsare aSu+nb =Sy --------- (1)
asu?+ bSu=Suy ---------- (2)

X y u u? uy

4 7 -5 25 -35

8 9 -3 9 -27

12 13 -1 1 -13

16 17 1 1 17

20 21 3 9 63

24 25 5 25 125
Total 92 0 70 130

On subgtituting the values in the normal equation (1) and (2)
a=186 and b=15.33

Theline of best fitis y = 1.86 §5%9+15.33 = 0.03 +2.31
Example 20

Fit a straight line to the following data.

X 100 200 300 400 500 600

y 90.2 92.3 942 96.3 98.2 100.3
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Solution :

Let q:)g_5350 and v, =y -942 Heren=6.
Thelineof best fitisv=au + b

Thenorma equationsare aSu+nb =v  ---------- (1)
asu? + bSu = Swv---------- (2)

X y u Y u? uv

100 90.2 -5 -4 25 20

200 923 -3 -1.9 9 57

300 942 -1 0 1 0

400 96.3 2.1 1 21

1
500 982 3 4 9 12
600 1003 5 6.1 25 305

Total 0 63 70 70.3

Subgtituting the values in (1) and (2) we get

a=1.0043 and b=1.05

Theline of best fitis v =1.0043u + 1.05
P y=0.02x +88.25

EXERCISE7.2
1 Define a scatter diagram.
2 State the principle of least squares.

3) Fit theline of best fit if Sx =75, Sy = 115, Sx? = 1375,
Sxy = 1875, and n = 6.

4) In aline of best fit find the slope and the y intercept if
Sx =10, Sy =25, Sx?=30, Sxy =90and n =5.

5) Fit a straight line y = ax + b to the following data by the
method of least squares.
X 0 1 3 6 8
y 1 3 2 5 4
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6) A group of 5 students took tests before and after training and
obtained the following scores.

Scores before training 3 4 4 6 8
Scores after training 4 5 6 8 10
Find by the method of |east squares the straight line of best fit

7) By the method of least squares find the best fitting straight
line to the data given below:

X 100 120 140 160 180 200
y 045 055 060 070 080 085

8) Fit a straight line to the data given below. Also estimate the
valuey atx=3.5
X 0 1 2 3 4
y . 1 1.8 3.3 4.5 6.3

9 Find by the method of least squares, the line of best fit for the
following data.

Depth of water applied x : O 12 24 36 48
(in cm)

Average yield y : 35 55 65 80 0

(tons / acre)

10) The following data show the advertising expenses (expressed
as a percentage of total expenses) and the net operating profits
(expressed as a percentage of total sales) in arandom sample
of six drug stores.

Advertising expenses 0.4 1.0 1.3 15 2.0 2.8

Net operating profits 1.90 2.8 2.9 3.6 4.3 54

Fit aline of best fit.

11) Thefollowing data is the number of hours which ten students
studied for English and the scores obtained by them in the
examinations.

Hoursstudied x : 4 9 10 12 14 22

Test score y . 31 58 65 68 73 91
(i) Fitastraightline y=ax+b
(ii) Predict the score of the student who studied for 17 hours.
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EXERCISE 7.3

Choose the correct answer

D

2)

3

4)

6)

8)

Df(x) =
(a) f(x+h) (b) f(x)- f(x+h)

(©) f(x+h)-f(x) (d) f(x)- f(x- h)

E2f(x) =

(a) f(x+h) (b) f(x+2h) (c) f(2h)  (d) f(2x)
E =

(a) 1+D (b)1- D e N+1 (dN-1
Nf(x+3h) =

(a) f(x+2h) (b) f(x+3h)-f(x+2h)
(c) f(x+3h) (d) f(x+2h) - f(x - 3h)
When h=1, D(x?) =

(a) (b) - 1 (c) 2+1 (d) 1

The normal equations for estimating a and b so that the
liney = ax + b may be the line of best fit are

(a) aSx? + bSx = Sxy, and aSx + nb = Sy,

(b) aSx + bSx?2 = Sxy and aSx?+ nb = Sy,

(c) aSx + nb = Sxy and aSx?+ bSx = Sy,

(d) aSx? + nb = Sxy, and aSx + bSx, = Sy,

In aline of best fit y = 5.8 (x-1994) + 41.6 the value of y
when x = 1997 is

(a) 50 (b) 54 (c) 59 (d) 60

Five datarelating to x and y areto befit in astraight line. Itis

found that Sx = 0 and Sy = 15. Then the y-intercept of theline
of best fit is,

(a1 (b) 2 (c) 3 (d) 4
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9

10)

The normal equations of fitting a straight liney = ax + b are
10a +5b =15and 30a + 10b = 43. The slope of theline of best
fitis

(a) 1.2 (b) 1.3 (o) 13 (d) 12

The normal equations obtained in fitting a straight line

y = ax + b by the method of least squares over n points (x, y)
are4 =4a+ band Sxy = 120a + 24b. Thenn =

(@) 30 (b) 5 (c) 6 (d) 4
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PROBABILITY 8
DISTRIBUTIONS

8.1 RANDOM VARIABLE AND
PROBABILITY FUNCTION
Random variable

A random variable is a real valued function defined on a
sample space Sand taking valuesin (- ¥ , ¥)

8.1.1 Discrete Random Variable

A random variable X issaid to be discreteif it assumes only
afinite or an infinite but countable number of values.
Examples

(i) Congder the experiment of tossing acoin twice. The sample
points of this experiment ares, = (H, H),s,=(H, T), ;= (T,
H) ands, = (T, T).
Random variable X denotes the number of heads obtained in
the two tosses.

Then X(s) =2 X(s)=1
X(s) =1 X(s) =0
R.= {0, 12}

where s isthetypica eement of the sample space, X(s) represents
the real number which the random variable X associates with the
outcome s.

R,, the set of dl possible values of X, is caled the range
space X.
(i)  Congder the experiment of rolling a pair of fair dice once.
Then sample space
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S={(LD) (L2 . (1, 6)

(6,2) (6,2) coovreee... (6, 6)}

Let the random variable X denote the sum of the scores on
thetwodice. Then R, = {2, 3,4, ...... , 12}.
(i) Congder the experiment of tossing of 3 coins Ssmultaneoudly.

Let therandom variable X be Number of heads obtained in
this experiment.

Then
S ={HHH, HHT,HTT, TTT, TTH, THH, HTH, THT}
R, ={0,1,2, 3}

(iv) Suppose arandom experiment consists of throwing 4 coins
and recording the number of heads.

Then R ={0,1,2, 3,4}

The number of printing mistakes in each page of a book and
the number of telephone calls received by the telephone operator
of afirm, are some other examples of discrete random variable.

8.1.2 Probability function and Probability distribution of a
Discrete random variable

Let X be a discrete random variable assuming values
X, X, Xs... If thereexistsafunctionp denoted by p(x;) = P[X =x/]
such that
(i) p(x)>0 fori=1,2,..

(i) S p(x)=1

then p is caled as the probability function or probability mass
function (p.m.f) of X.
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The collection of al pairs (x;, p(x;)) iscalled the probability
distribution of X.
Example 1

Consider the experiment of tossing two coins. Let X
be arandom variable denoting the number of headsobtained.

X 0 1 2

) 1 = 3 %

Isp(x)a p.m.f?
Solution :
(i) p(x)>O0forali
(i) Sp(x;) =p(0) +p(1) +p(2)

_ 1,1 ,.1_
=zt2*t371

Hence p(x;) isap.m.f.

Example 2

Consider thediscreterandom variable X asthesum of
the number sthat appear, when a pair of diceisthrown. The
probability distribution of X is

X : 2 3 456 7 8 9 10 11 12
1 2 3 45 6 5 4 3 2 1
p(x) : 36 36 36 36 36 36 36 36 36 36 36

Isp(x)a p.m.f?
Solution :

p(x;) >Oforali

N 1 2 3 1
(i) Sp(x) = 36 tT36 T3t +35 =1

Hence p(x,) isap.m.f.
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8.1.3 Cumulative Distribution function : (c.d.f.)

Let X beadiscrete random variable. The function F(x) is
said to be the cumulative distribution function (c.d.f.) of therandom
vaiadle X if

F(x) = P(X <x)
=S p(x;) wherethe sum istaken over i
such that x, < x.

Remark : P(a< X <b) =F(b) - F(a)

Example 3

A random variable X has the following probability
function :

Valuesof X, X: -2 -1 0 1 2 3
p(x): 01 k 0.2 2k 0.3 k
(i) Find the value of k
(ii) Construct the c.d.f. of X
Solution :

(i) Since Sp(x) =1,

p(-2) +p(-1) +p(0) +p(1) +p(2) +p(3) =1
0.1+k+02+2k+03+k=1
0.6+4k=1p 4k=1- 0.6

4
4k =0.4 \ k=4 =01
Hence the given probability function becomes,

X : -2 -1 0 1 2 3
p(x) 01 01 0.2 02 03 0212

(i) Cumulative distribution function F(x) = P(X < x)
72



X F(x) =P(X <x)

-2 F(-2)=P(X<-2)=0.1

-1 F(-1)=P(X<-1)=PX =-2)+P(X =-1)
01+01=0.2

P(X=-2) + P(X=-1)+ P(X =0)
01+01+02 =04

1 F(1) =P(X<1) 0.6

2 F(2) =P(X<2) 0.9

3 F(3) =P(X<3) =1

0 | F0) =P(X<0)

F(x) =0if x<-2

dif -2<x<-1
2if -1<x<0
Aif 0<x<1
bif 1<x<2
0.9, if2<x<3

lif x>3

Example 4
For the following probability distribution of X
X : 0 1 2 3
ey = L 131

6 2 10 30
Find (i) P(X<1) (i) P(X <2) (iii)P(0<X <2
Solution :

(i) PX<1l)=PX=0)+PX=1)

=p(0) +p(1)
_1.1_4_2
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i) PX<2)=PX=0+PX=1)+PX=2)
1.1 3 29

672710730
Aliter P(X < 2) can also be obtained as
PX<2) =1- P(X>2)
=1- PX=3) =1- 3—10=2—g

iy PO<X<2) =PX=1) :%

8.1.4 Continuous Random Variable

A random variable X issaid to be continuous if it takes a
continuum of values. i.e. if it takesal possible values between certain
defined limits.

For example,
(i)  Theamount of rainfall on arainy day.
(i)  Theheight of individuas. (iii) The weight of individuas.

8.1.5 Probability function

A function f is said to be the probability density function
(p.d.f) of acontinuousrandom variable X if thefollowing conditions
are satisfied .

(i) f(x) >0 fordl x (i) Of (X)dx =1

-¥

Remark :
(i)  Theprobability that the random vargable X liesintheinterval

(a b) isgivenby P@a< X <b) =¢f (X) dx.
i) P(X=a)= a(1‘)f (X dx=0

(i) Pl@a<X <b)=P@<X <b)=P@<X <b)=P@a<X <bh)
74



8.1.6 Continuous Distribution function

If X isa continuous random variable with p.d.f. f(x), then
the function K (x) = P(X <x)

= Of (t) dt
-¥
is caled the distribution function (d.f.) or cumulative distribution
function (c.d.f) of the random variable X.

Properties : The cumulative distribution function has the
following properties.

i) &ty F()=0 i.e F-¥)=0

(ii) X&& F(x)=1 e F¥)=1
(i) Let F bethec.df. of acontinuous random variable X with
p.d.f f. Thenf(x) = %F(x) foral x a which F isdifferentidble.

Example5
A continuousrandom variable X hasthefollowing p.d.f.
ik(2- x) for 0<x<2
) = % 0 otherwise
Determine the value of k.
Solution : ,
If f(x) bethep.df., then of (x)dx =1
0 2 ¥
of (X)ax + Of W dx + Of (X dx =1
-¥ 0

2 2

[} O+ QOf(Xdx+0 =1
20

P Ok2-x)dx =1
0
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5
kgaé‘o’adx-xdxizl \ k =
0 2

3[1(2- X) for0<x<2
Hencef(x) = % 2

Nl

0 otherwise

Example 6

Verify that

() = 13x* for 0<x<1

() = %0 otherwise

isa p.d.f and evaluate the following probabilities

(i) P(X < 2) (i) P(§ <X < 3)
Solution :

Clearly f(x) > 0 for al x and hence one of the conditions for
p.df issatisfied.

¥ 1 1

Of dx = f (N dx = PxPdx =1

-¥ 0 0

\ The other condition for p.d.f isalso satisfied.
Hence the given function isa p.d.f

1

) Pxsl) =grd  PX= FO
_¥ -¥
= 5‘ 2 = i
00‘3x dx 5

(i) W%5x<l)

|
N
Il
o
—~~
Re
o
3

1
wl= QS Nl ol
X
N
o
X
1
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Example 7

Given the p.d.f of a continuousrandom variable X as
follows
ikx(1- x) for O<x<1

fx) = % 0 otherwise
Find k and c.d.f
Solution :
If X isacontinuous random variable with p.d.f f(x) then
¥
Of (x) dx =1
-¥
1
KX (I-x)dx =1
0
& XU _ _
k 62 3 Uo =1 \ k=6

Hence the given p.d.f becomes,
i6x(1- x) forO<x<1

fx) = % 0 otherwise
Tofind c.d.f F(x)
F(x)=0 for x <0

F(x)=P(X <x) = Of (x)dx
-¥
= Px(1- x)dx =3x*- 2x* forO<x<1
0

F(x)=1 forx>1
\ Thecdfof X isasfollows.

F(x) =0 forx<O0
=3%- 2x° for 0<x < 1.
=1 forx>1
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Example 8

Suppose that the lifein hours of a certain part of radio

tubeisa continuousrandom variable X with p.d.f isgiven by

lL.? when x 3 100
f(x) =1 X
(Y elsawhere

(i) What isthe probability that all of three such tubesin a
given radio set will haveto bereplaced during the first
of 150 hour s of operation?

(i) What isthe probability that none of three of the original
tubeswill haveto bereplaced during that first 150 hours
of operation?

Solution :

(i)

(i)

A tubein aradio set will haveto be replaced during the first 150
hours if its lifeis < 150 hours. Hence, the required probability
‘p’ that atubeis replaced during the first 150 hoursis,

150
p=P(X <150) = Of (x)dx

100
150

- M0 = L

"o T3

100

The probability that al three of the original tubes will have to
.3
replaced during the first 150 hours = p® = %b = 2—17

The probability that atubeis not replaced during the first 150
hours of operation is given by
1_2

P(X>150)=1- P(X <150)=1- 373
the probability that none of the three tubes will be replaced
3
i on= 2l - 8
during the 150 hours of operation = gb = 57
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2)

3

4)

EXERCISE 8.1

Which of the following set of functions define a probability
space on S = [X;, X,, X,]?

() o) =1 po)=5  pi)= =
(i) po) =2 PO =% pi)= 5
(i) pox) =0 PO)=%  pix) = 2
(iv) pxy) = p0e) = 5 PO =

Consider the experiment of throwing asingle die. The random
variable X representsthe score on the upper face and assumes
the values as follows:
X 1 2 3 4 5 6
1 1 1 1 1 1
p(x;) . 5 6 6 6 6 6 Isp(x)a p.m.f?

A random variable X hasthe following probability distribution.

Vauesof X,x : 0 1 2 3 4 5 6 7 8
px): a 3a 5a 7a 9a 1la 13a 15a 17a

(i) Determine the value of a

(i) Find P(X < 3), P(X > 3) and P(0< X < 5)

The following function is a probability mass function - Verify.

i3 for x=1
p(x) = ,l% for x=2
10 otherwise Hence find the c.d.f

Find k if the following function is a probability mass function.

x=0

_,,
o
£

X=2

_..,
o
£

for x=4
otherwise

©
—~
Xa
I
— ] ] ———— —] —
o N w|xo|x
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6)

8)

9

10)

11)

A random variable X has the following probability
distribution

valuesof X, x:-2 0 5
1 1 1
P77 2
Evaluate the following probabilities
(@ P(X<0) (bP(X<0) (c)P(0<X<10)
A random variable X has the following probability function

Vauesof X, x : 0 1 2 3
1 3 5
p(x) : 16 8 k 16

(i) Findthevaueof k (ii) Construct the c.d.f. of X
A continuous random variable has the following p.d.f
f(x) =kx?, 0<x<10
= 0 otherwise.
Determine k and evaluate (i) P(.2 <X <0.5) (ii) P(X <3)
If the function f(x) is defined by

f(x) = ce™ 0<x<¥. Findthevaueof c.
Let X be a continuous random variable with p.d.f.
ioax O0<x£1
I a 1EXE 2
fx) =1
j-ax+3a, 2E X£3
f 0 othewise

(i) Determine the constant a
(if) Compute P(X < 1.5)

Let X be the life length of a certain type of light bulbs in
hours. Determine ‘a’ so that the function

f(x) = %, 1000 < x < 2000
= 0 otherwise.
may be the probability density function.
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12) Thekms. X in thousands which car owners get with a certain
kind of tyre is a random variable having p.d.f.

f(x) = 2—10e_2_x°, for x>0
=0 forx<O0

Find the probabilities that one of these tyres will last

(i) atmost 10,000 kms

(if) anywhere from 16,000 to 24,000 kms

(iii) atleast 30,000 kms.

8.2 MATHEMATICAL EXPECTATION

The concept of Mathematical expectation plays avital rolein
satistics. Expected vaue of arandom variableisaweighted average
of al the possible outcomes of an experiment.

If X is adiscrete random vaue which can assume vaues
X, Xy ... X, With respective probabilitiesp(x,) = P[X =x];i=1, 2
...n then itsmathematical expectationis defined as

E(X)= Sx p(x),  (Here S p(x) = 1)

If X isacontinuous random variable with probability density
function f(x), then

E(X) = O f(X) dx

Note
E(X) is dso known as the mean of the random variable X.

Properties
1) E(c) =cwherecisconstant
2) EX+Y)= EX)+E(Y)
3) E(aX +b) =aE(X) + b wherea and b are constants.
4)  EXY)=EX)E(Y)if X andY are independent
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Note

The above properties holds good for both discrete and
continous random variables.

Variance
Let X bearandom variable. ThentheVarianceof X, denoted
by Var (X) or SZXiS
Var(X) =s? = E[X - E(X)]?
2
= E(X%) - [E(X)]
The positive square root of Var(X) is caled the Standard
Deviation of X and isdenoted by s .

Example 9

A multinational bank isconcer ned about thewaitingtime
(in minutes) of its customer before they would use ATM for
their transaction. A study of a random sample of 500
customersreveals the following probability distribution.

X 0 1 2 3 4 5 6 7 8
px) : .20 .18 .16 .12 .10 .09 .08 .04 .03

Calculate the expected value of waiting time, X, of the
customer

Solution :
Let X denote the waiting time (in minutes) per customer.
X . 0 1 2 3 4 5 6 7 8

p(x) : .20 .18 .16 .12 .10 .09 .08 .04 .03
Then E(X)= Sx p(x)
=(0x.2)+(1x0.18) +... + (8x0.03) =2.71

The expected valueof X isequal to 2.71 minutes. Thusthe
average waiting time of a customer before getting accessto ATM is
2.71 minutes.
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Example 10

Find the expected value of the number of heads
appearing when two fair coins are tossed.

Solvtion :
Let X bethe random variable denoting the number of heads.
Possblevauesof X : 0 1 2

Probabilities  p(x) : ¥ 3 %
The Expected vdue of X is
E(X) = x, p(x)) + X, p(x,) +X; p(Xy)

- = Yo <o) 80 _
=0&z4+1 2z+2§m-
Therefore, the expected number of heads appearing in the
experiment of tossing 2 fair coinsis 1.
Example 11

The probability that a man fishing at a particular place
will catch 1, 2, 3, 4 fish are 0.4, 0.3, 0.2 and 0.1 respectively.
What isthe expected number of fish caught?

Solution :
Possiblevaluesof X : 1 2 3 4
Probabilities p(x) : 04 03 02 0.1
\ E(X) = Sx p(x)
= X, P(Xy) + X, P(X,) + X, P(Xy) + X, P(X,)
=1(.4) +2(.3) + 3(.2) + 4(.1)
=4+ 6+.6+.4=2
Example 12

A person receives a sum of rupees equal to the square
of the number that appearson the face when a balance dieis
tossed. How much money can he expect to receive?
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Solution :
Random variable X: assquare of the number that can appear
on the face of adie. Thus
possblevaluesof X : 12 22 3% 4* 5 @
.11 1 1 11
probabilities p(x) - 6 6 6 6 66
The Expected amount that he receives,

DTS - N o JEEUY- © o) 2cel O
E(X)_1§b+2§éb+"'+6 ?6'@
:Rs..g—G1

Example 13

A player tossestwofair coins. HewinsRs.5if two heads
appear, Rs. 2 if 1 head appears and Rs.1 if no head occurs.
Find his expected amount of gain.
Solution :

Consider the experiment of tossing two fair coins. There are
four sample points in the sample space of this experiment.

i.e. S={HH, HT, TH, TT}

Let X be the random variable denoting the amount that a
player wins associated with the sample point.

Thus,
Possblevauesof X (Rs): 5 2 1
Probabilities  p(x) : ¥ 32 =
E(X) —55 +2§1 +1§r
- 3 1_10 _
= 4+ 1+ 4 =7 2
= Rs. 2.50

Hence expected amount of winning is Rs.2.50
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Example 14

A random variable X has the probability function as
follows:

valuesof X : -1 0 1
probability : 0.2 0.3 0.5
Evaluate (i) E(3X +1) (i) E(XY) (i) Var(X)
Solution :
X -1 0 1
px) : 02 03 05
(i) E@BX+1)=3E(X)+1
Now E(X)=-1x02+0x03+1x0.5
=-1x02+0+05=0.3
E(3X+1) =3(0.3)+1 =19
(i)  E(X*)= Sx*p(x)
= (-1)?x0.2+ (0)*x 0.3+ (1)°x0.5
=02+0+05=07
E(X?) - [E(X))?
7-(.3°% =.61

(i) Var(X)

Example 15

Find the mean, variance and the standard deviation for
the following probability distribution

Valuesof X, x : 1 2 3 4

probability, pkx) : 01 03 04 0.2

Solution :
Mean = E(X) =Sx p(x)
=1(0.1) + 2(0.3) + 3(0.4) + 4(0.2) = 2.7
Vaiance = E(X?) - [E(X)]?
Now E(X?) = Sx?p(x)
= 1%0.1) +2%(0.3) +3%(0.4) + 440.2) = 8.1
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\  Variance =8.1- (2.7)°
=81-7.29=.81
Standard Deviation = 4/0.81 = 0.9

Example 16
Let X be a continuous random variable with p.d.f.
)[l for - 1<x<1
f(x) =1 2 .
10 otherwise
Find (i) E(X) (i) E(Xz) (iii) Var(X)
Solution :
¥
i) EX) = Of(X) dx (by definition)
-¥
1 s ol
1 A 1 éx-u
== OXdx == s5 =0
2 §% 73 gz,
(i) E(X®)= O f(x) dx
-+
N2 1
= O( de
-1 1
1 ecu _ 1
2 83H, 3
(i) Var(X) = E(X?) - [E(X)]?
=1 _og=1
3 3
EXERCISE 8.2

1) A balanced dieisrolled. A person recieves Rs. 10 when the
number 1 or 3 or 5 occurs and loses Rs. 5 when 2 or 4 or 6
occurs. How much money can he expect on the average per
roll in the long run?

2)  Twounbiased dice are thrown. Find the expected value of the
sum of the points thrown.
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3 A player tossed two coins. If two heads show he wins Rs. 4.
If one head shows hewinsRs. 2, but if two tails show he must
pay Rs. 3 as penalty. Calculate the expected value of the sum
won by him.

4)  The following represents the probability distribution of D, the
daily demand of a certain product. Evaluate E(D).

D : 1 2 3 4 5
P[D=d] : 0.1 0.1 0.3 0.3 0.2

5) Find E(2X-7) and E(4X + 5) for the following probability

distribution.
X 1 -3 -2 -1 0 1 2 3
p(x) : .05 .1 3 0 3 .15 A1

6)  Findthe mean, variance and standard deviation of the following
probability distribution.

Valuesof X : -3 -2 -1 O
ili .11 1 1
Probability p(x) : Z 7 7 Z
7 Find the mean and variance for the following probability
distribution.

N[
LN
N[ W

o 12 X0
0=1y <o

8.3 DISCRETE DISTRIBUTIONS
We know that the frequency distributions are based on
observed data derived from the collected sample information. For
example, we may study the marks of the students of a class and
formulate a frequency distribution as follows:

Marks No. of students
0-20 10
20-40 12
40-60 25
60-80 15
80-100 18
Total 80
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The above example clearly showsthat the observed frequency
distributions are obtained by grouping. Measures like averages,
dispersion, correlation, etc. generaly provide usaconsolidated view
of the whole observed data. This may very well be used in
formulating certain ideas (inference) about the characteristics of the
whole set of data.

Another type of distribution inwhich variables are distributed
according to some definite probability law which can be expressed
mathematically are called theoretical probability distribution.

The probability distribution isatotd listing of the variousvalues
the random variable can take along with the corresponding
probabilities of each value. For example; consider the pattern of
distribution of machine breakdown in a manufacturing unit. The
random variable would be the various va ues the machine breakdown
could assume. The probability corresponding to each value of the
breakdown as the relative frequency of occurence of the breakdown.
Thisprobability distribution is constructed by the actual breakdown
pattern discussed over a period of time.

Theoretica probability distributionsare basically of two types
() Discrete and (ii) Continuous
In this section, we will discusstheoretica discrete distributions
namely, Binomial and Poisson distributions,
8.3.1 Binomial Distribution

It is a distribution associated with repetition of independent
trials of an experiment. Each trial has two possible outcomes,
generally called success and faillure. Such a trial is known as
Bernoulli trial.

Some examples of Bernoulli trials are :
() atossof acoin (Head or tail)
(i) the throw of a die (even or odd number)

88



An experiment congsiting of a repeated number of Bernoulli
tridsiscaled abinomial experiment. A binomia experiment must
possess the following properties:

(i)  there must be afixed number of trials.

(i)  dl trials must have identical probabilities of success (p) i.e. if
we call one of the two outcomes as “success’ and the other
as “falure’, then the probability p of success remains as
congtant throughout the experiment.

(i)  thetrials must be independent of each other i.e. the result of
any trial must not be affected by any of the preceeding trial.

Let X denote the number of successesin‘ n' triasof abinomia
experiment. Then X followsabinomia digtribution with parameters
n and p and isdenoted by X~B(n, p).

A random variable X is said to follow Binomial distribution
with parametersn and p, if it assumes only non-negative values and
its probability mass function is given by

P[X=x] =p(x) ="C,p*'q"™; x=0,1,2,..n;9=1-p

Remark
M Spx)=58Cpa”=@+p=1

i) "C = nn-1..(n-r-1)
' 1.2.3...r
Mean and Variance
For the binomial distribution
Mean = np
Variance =npg; Standard Deviation = 4/NPQ

Example 17

What is the probability of getting exactly 3 headsin 8
tosses of a fair coin.
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Solution :
Let p denote the probability of getting head in atoss.
Let X be the number of heads in 8 tosses.

=1 421 =
Thenp = 5 q 5 and n=8
Probability of getting exactly 3 headsis

_8x7x6ado - 7

T 1x2x382g 32

Example 18

Write down the Binomial distribution whose mean is 20
and variance being 4.

Solution :
Given mean, np =20 ; variance, npq=4

_a_ 4 1 —1.q=4
Now a=7p =% =5 ' P=l-d=3
From np =20, we have
n:@:¥:25
p B

Hence the binomial distribution is

p(x) ="C p'q™* =%C, g%‘ﬁ gg . X=0,1,2,..,25
Example 19

On an average if one vessel in every ten iswrecked,
find the probability that out of five vesselsexpected toarrive,

atleast four will arrive safely.
Solution :

Let the probability that a vessdl will arrive safely, p = -2

pzm
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Then probability that a vessdl will be wrecked, q = 1-p = =

10
No. of vessals,n=5

\ The probability that atleast 4 out of 5 vesselsto arrive
safely is
PX>4)=P(X =4) + P(X =5)

6 1 3
-5 9 0 1.5 cJ U
= Ciklop 107 ngelgoia
=5(.9)%.1) + (.9° =.91854

Example 20

For abinomial distribution with parametersn =5 and
p = .3find the probabilitiesof getting (i) atleast 3 successes
(ii) atmost 3 successes.

Solution :
Gvenn=5 p=.3 \ q=.7
(i) The probability of atleast 3 successes
P(X>3) =P(X =3) + P(X = 4) + P(X =5)
=°C, (0.3)° (0.7)>+°C, (0.3)* (0.7) +°C, (.3)*(7)°
=.1631
(i)  The probability of atmost 3 successes
PX<3)=P(X=0)+PX=1)+P(X =2)+P(X =3)
= (7)°+°C (1) (:3) +°C, (.7)° (-3 + °C, (.7)* (:3)°
=.9692

8.3.2 Poisson distribution

Poisson distribution is also a discrete probability distribution
and is widely used in statistics. Poisson distribuition occurs when
there are eventswhich do not occur as outcomes of adefinite number
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of trials of an experiment but which occur a random points of time
and space wherein our interest lies only in the number of occurences
of the event, not in its non-occurances. This distribution is used to
describe the behaviour of rare events such as

(i)  number of accidents on road

(i)  number of printing mistakes in a book

(i)  number of suicides reported in a particular city.
Poisson distribution is an approximation of binomial

distribution when n (number of trias) islargeand p, the probability
of successisvery close to zero with np as constant.

A randomvariable X issaidtofollow aPoisson distribution
with parameter | > 0 if it assumes only non-negative values and
its probability mass function is given by

P[X = x] =p(x) = e‘)'dl ’ ; Xx=0,1,2, ..

Remark
It should be noted that

¥ ¥
§0 P[X =x] = §Op(x) =1

Mean and Variance

For the of poisson distribution

Mean, E(X) =I , Variance, Var(X)=1, SD =+
Note

For poission distribution mean and variance are equal.

Example 21

Find the probability that atmost 5 defective fuses will
be found in a box of 200 fuses if experience shows that 2
percent of such fuses are defective. (€ *=0.0183)
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Solution :
p = probability that a fuse is defective = 2

100
n=200
\ | =np= -2 x200=4
100
Let X denote the number of defective fuses found in a box.

Then the digtribution is given by
e 44X
X
So, probability that atmost 5 defective fuses will be found in
a box of 200 fuses
=P(X <5)
=PX=0)+PX =1)+P(X =2)
+P(X =3) + P(X =4) + P(X = 5)
€4  e'4  e'f  e'4 | e'p
il 2! 3 4 5
4 4 4 r

4 4
ISR T IR N IR 2

_ 643 _
=0.0183 x 15 0.785

PIX =] = p(x) =

:e’4+

Example 22

Suppose on an average 1 house in 1000 in a certain
district hasafireduring ayear. If there are 2000 housesin
that district, what isthe probability that exactly 5 houses will
have fire during the year? (€ = .13534)

Solution :

_ . .
p = probability that a house catches fire = 1000
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- — o — 1 _
Heren=2000 \ | —np—2000x—1000 2

Let X denote the number of houses that has afire

- 29X
Then the distribution is given by P[X =x] = € >d2 ,X=0,1,2,...
Probability that exactly 5 houses will have a fire during

the year is
Px=5 =2

5
_ .A3534" 32 _
= =55 .0361
Example 23

The number of accidents in a year attributed to taxi
driversin acity follows poisson distribution with mean 3. Out
of 1000 taxi drivers, find the approximate number of drivers
with

(i) noaccident in ayear

(i)  morethan 3 accidentsin ayear
Solution :

Herel =np=3

N =1000

Then the digtribution is

-37X
P[X =x] = % where X denotes the number accidents.

(i) P (noaccidentsin ayear) = P(X = 0)
=e°=0.05
\ Number of drivers with no accident = 1000 x 0.05 = 50
(i) P (that morethan 3 accidentinayear ) = P(X > 3)
=1- P(X<3)
gL ge.s N e']j’31 N e'23!32 4 e';33g
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D

2)

3

4)

6)

8)

=1- e1+3+45+4.5]
=1-e¥%13)=1- .65=.35

\' Number of drivers with more than 3 accidents
= 1000 x 0.35 =350

EXERCISE 8.3

Ten coins are thrown simultaneously. Find the probability of
getting atleast 7 heads.

In a binomial distribution consisting of 5 independent trials,
probabilities of 1 and 2 successes are 0.4096 and 0.2048
respectively. Find the parameter ‘p’ of the distribution.

For a binomia distribution, the mean is 6 and the standard
deviation is +/2. Write down all the terms of the distribution.

The average percentage of failure in a certain examination is
40. What isthe probability that out of a group of 6 candidates
atleast 4 passed in the examination?

An unbiased coin istossed six times. What is the probability of
obtaining four or more heads?

It is stated that 2% of razor blades supplied by a manufacturer
are defective. A random sample of 200 blades is drawn from
alot. Find the probability that 3 or more blades are defective.
(e4=.01832)

Find the probability that atmost 5 defective bolts will be found
in a box of 200 bolts, if it is known that 2% of such bolts are
expected to be defective (e 4 = 0.01832)

An insurance company insures 4,000 people against loss of
both eyes in car acidents. Based on previous data, the rates
were computed on the assumption that on the average 10
personsin 1,00,000 will have car accidents each year that resuit
in this type of injury. What is the probability that more
than 3 of the injured will collect on their policy in a given
year? (e %4 = 0.6703)
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9 It is given that 3% of the electric bulbs manufactured by a
company are defective. Find the probability that a sample of
100 bulbs will contain (i) no defective (ii) exactly one defective.
(e® =0.0498).

10) Suppose the probability that an item produced by particular
machine is defective equals 0.2. If 10 items produced from
this machine are selected at random, what is the probability
that not more than one defectiveisfound?  (€2=.13534)

8.4 CONTINUOUSDISTRIBUTIONS

The binomial and Poisson distributions discussed in the
previous section are the most useful theoretical distributions. In
order to have mathematical distribution suitable for dealing with
guantities whose magnitudes vary continuoudly like heights and
weights of individuals, a continuous distribution is needed. Normal
distribution is one of the most widely used continuous distributions.

8.4.1 Normal Distribution

Normal Distribution is considered to be the most important
and powerful of all the distributions in statistics. It was first
introduced by DeMoivrein 1733 in the development of probability.
Laplace (1749 - 1827) and Gauss (1827 - 1855) were also
associated with the development of Normal distribution.

A random variable X issaidtofollow aNormal Distribution
with mean m and variance s? denoted by X ~ N(m s?), if its
probability density function is given by

2
(e m)
1 o2

f(x) = € > | ¥ <X<¥, -¥<m<¥,s>0
™= V2

Remark

The parameters mand s? completely describe the normal
distribution. Normal distribution could be also considered aslimiting
form of binomid distribution under the following conditions:
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() n, the number of tridsisindefinitely largei.e n® ¥
(i) nether p nor q isvery smal.
The graph of the p.d.f of the norma distribution is called the

Normal curve, and it is given below.

f(x)

A\

X=m
Normal probability curve

8.4.2 Properties of Normal Distribution

The following are some of the important properties of the

norma curve and the normal distribution.

(i)

(if)
(ii)
(iv)
(v)
(i)

The curveis“bell - shaped” and symmetric about X = m
Mean, Median and Mode of the distribution coincide.

Thereisone maximum point of the norma curve which occurs
a the mean (m). The height of the curve declinesaswegoin
either direction from the mean.

The two tails of the curve extend infinitely and never touch
the horizontal (x) axis.

Since there is only one maximum point, the norma curve is
unimodal i.e. it has only one mode.

Since f(x) being the probability, it can never be negative and
hence no portion of the curve lies below thex - axis.

(vii) The points of inflection aregivenby x =m+s
(viii) Mean Deviation about mean

2:. _4
\/;S_SS
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(ix)

()

Itsmathematical equation iscompletely determined if the mean
and S.D are known i.e. for agiven mean mand S.D s, there
is only one Normal distribution.

Area Property : For a norma distribution with mean mand
S.D s, thetotal areaunder normal curveis 1, and

(@ P(m- s<X<m+s)=0.6826
(mean) + 1s covers 68.27%;
(b) P(m- 2s <X <m+ 2s) =0.9544

i.e. (mean) +2s covers 95.45% area
(c) P(m- 3s <X <m+ 3s)=0.9973

i.e. (mean) +3s covers 99.73% area

10.4.3 Standard Normal Distribution

A random variablewhich hasanormal distribution with amean

m= 0 and a standard deviation s = 1 is referred to as Standard
Normal Distribution.

Remark

(i)

(if)

If X~N(ms?), then Z = X; m isastandard normal variate
withE(Z) =0andvar(Z) =1 i.e. Z~N(O, 1).
It isto be noted that the standard normal distribution has the

same shape as the normal distribution but with the specia
propertiesof m=0ands =1.




A random variable Z is said to have a ssandard normal
distribution if its probability density function is given by

2
. _ 1 -
j(@)=——e? , - ¥ <zZ<¥
2p

Example 24

What is the probability that Z

(a) liesbetween 0 and 1.83
(b) isgreater than 1.54

(c) isgreater than -0.86

(d) liesbetween 0.43 and 1.12
(e) islessthan 0.77

Solution :
(@ Z liesbetween 0 and 1.83.

Z=0 183 Z
P(0<Z<183)=0.4664 (obtainedfromthetablesdirectly)
(b) Zisgreater than 1.541.e. P(Z > 1.54)

TN

Z=0 154 z



Sincethetotal areato theright of Z =0is0.5 and area between
Z = 0and 1.54 (from tables) is 0.4382

P(Z > 1.54)= 0.5- P(0<Z <1.54)
= 0.5- .4382=.0618

(c) Zisgreater than - 0.86 i.e. P(Z >-0.86)
i\\
-.86 =0 'z
Here the area of interest P(Z > - 0.86) is represented by the
two components.
() AreabetweenZ =-0.86 and Z =0, whichisequa to
0.3051 (from tables)
@) Z>0, whichis0.5
\ P(Z>-0.86) =0.3051 + 0.5 =0.8051
(d) Z liesbetween 0.43 and 1.12
Z=0 43 112 E:

\ P(043<Z<1.12)=P(0<Z<1.12)- P(0<Z<0.43)
=0.3686 - 0.1664 (from tables)
= 0.2022.
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(e) Zislessthan 0.77

v

z=0 .77 Z
P(Z<0.77) =05+ P(0<Z<0.77)
=05+ .2794 =.7794 (from tables)
Example 25

If X isa normal random variable with mean 100 and
variance 36

find (i) P(X >112) (ii) P(X <106) (iii) P(94 < X < 106)
Solution :
Mean, m=100; Variance,s*=36; S.D, s=6
Then the standard normal variate Z is given by
X-m _ X-100
S
(i) WhenX =112, thenZ =
\' P(X>112)=P(Z>2)

TN

Z =

112-100 _,

\ 4

Z=0 2

=P(0<Z<¥)- P(0<Z<2)
= 0.5- 0.4772=0.0228 (from tables)
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(i) Foragivenvaue X =106, Z =%: 1

\ 4

P(X <106) =P (Z<1)
=P(-¥<Z<0)+P0<Z<1)
= 0.5+ 0.3413 = 0.8413 (from tables)

(i) When X =94, z:94'6100:-1
X = 106, z=%=+1
-1 z=0 1 "z

\ P(94<X<106)=P(-1<Z<1)
=P(-1<Z<0)+P0<Z<1)
=2P0<z<1] (by symmetry)
=2(0.3413)
= 0.6826
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Example 26

In a sample of 1000 candidates the mean of certain test
iIs45 and S.D 15. Assuming the normality of the distrbution
find the following:

(i) How many candidates score between 40 and 607?

(i) How many candidates score above 507?

(iii) How many candidates score below 307?
Solution :

Mean =m=45and SD.=s =15

Then Z = Xs—m = LB
() P0<X<60)=P(EA <7< A
= P(- 3 <Z<1)
Z==N
21 z=0 1 "z
3

= P(- %5250)+P(05251)

=P(0<Z<0.33) +P(0<Z<1)
= 0.1293 + 0.3413 (from tables)
P(40 < X < 60) = 0.4706
Hence number of candidates scoring between 40 and 60
= 1000 x 0.4706 = 470.6 = 471
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(i) P(X>50)= P(Z>3)

Z=0 % Z

=05- P0<Z <%) = 0.5- P(0<Z0.33)

= 0.5- 0.1293 = 0.3707 (from tables)
Hence number of candidates scoring above 50

= 1000 x 0.3707 = 371.
(i) P(X<30) =P(Z<-1)

ral

y.

-1 Z=0 Z

\ 4

=05-P(-1<Z <0
=05- P(0<z<]) ESymmetry
= 0.5- 0.3413 =0.1587 (from tables)
\ Number of candidates scoring less than 30
= 1000 x 0.1587 = 159
Example 27

Thel.Q (intelligence quotient) of a group of 1000 school
children has mean 96 and the standard deviation 12.
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Assuming that the distribution of I.Q among school children

isnormal, find approximately the number of school children
having I.Q.

(i) lessthan 72 (ii) between 80 and 120
Solution :
GivenN = 1000, m=96and s =12

_X-m_X-9%
Then Z==——=3
() PX<72)=PZ<-2)

//'

\ 4

-2 z=0 z
=P-¥<Z<0)- P-2<Z2<0)
=P0<Z<¥)- P(0<Z<?2) (Bysymmetry)
= 0.5- 04772 (from tables) = 0.0228.

\ Number of school children having 1.Q less than 72
=1000 x 0.0228 =22.8=23

(i) P(B0O<X<120)=P(-133<Z<?2)

2

Y

L1
LY

\ 4

-133 Z=0 2 Z
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=P(-1.33<Z<0)+P(0kZ<?2)

=P(0<Z<133) +P0<Z<?2)

4082 + .4772 (from tables)

0.8854

\ Number of school children having 1.Q. between 80 and 120
= 1000 x .8854 = 885.

Exercise 28

In anormal distribution 20% of theitemsarelessthan
100 and 30% are over 200. Find the mean and S.D of the
distribution.

Solution :
Representing the given data diagramticaly,

TN

\ 4

X=100 Zz=0 X=200
z=-2, 7=z,

From the diagram
P(-Z,<Z<0) =03
ie. P(0<z<Zz) =03
\ Z,=0.84 (from the normal table)

100- m
Hence -0.84="75
i.e.100- m=-0.84s ---------- (1)

P(0<Z<Zz) =02
\ Z,=0.525 (from the normal table)
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Hence 0.525=

200- m

S
i.e. 200- m=0.5258 ---------- (2)
Solving (1) and (2), m=161.53
s =73.26
EXERCISE 84

D

2)

3

4)

6)

Find the area under the standard normal curve which lies

(i) totherightof Z =270
(i) totheleftof Z =173

Find the area under the standard normal curve which lies
(i) between Z=125and Z = 1.67
(i) between Z=-090andZ=-1.85

The distribution of marks obtained by a group of students may
be assumed to be normal with mean 50 marks and standard
deviation 15 marks. Estimate the proportion of students with
marks below 35.

The marks in Economics obtained by the students in Public
examination is assumed to be approximately normally distributed
with mean 45 and S.D 3. A student taking this subject is chosen
at random. What is the probability that his mark is above 707?

Assuming the mean height of soldiers to be 68.22 inches with
a variance 10.8 inches. How many soldiers in a regiment of
1000 would you expect to be over 6 feet tall ?

The mean yield for one-acre plot is 663 kgs with a S.D 32
kgs. Assuming normal distribution, how many one-acre plot
in a batch of 1000 plots would you expect to have yield (i)
over 700 kgs (ii) below 650 kgs.

A large number of measurements is normally distributed with
a mean of 65.5" and S.D of 6.2". Find the percentage of
measurements that fall between 54.8" and 68.8".
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8)

9

The diameter of shafts produced in a factory conforms to
normal distribution. 31% of the shafts have a diameter less
than 45mm. and 8% have more than 64mm. Find the mean
and standard deviation of the diameter of shafts.

The results of a particular examination are given below in a
summary form.

Result percentage of candidates
1. passed with distinction 10
2. passed 60
3. failed 30

It is known that a candidate gets plucked if he obtained less
tham 40 marks out of 100 while he must obtain atleast 75
marks in order to pass with distinction. Determine the mean
and the standard deviation of the distribution assuming this
to be normal.

EXERCISE 8.5

Choose the correct answer

D

2)

If afair coinistossed three times the probability function p(x)
of the number of heads x is

@[ x [0]1[2]3 [ x [O[L 23
PX |5 5[5 | P55 s |5

(©)f x |0f1]|2] 3 (d) none of these
P®|5|55] 5

If a discrete random variable has the probability mass function as

0]1[2]3

X
p(x) | k| 2k|[3k |5k | then the value of k is

(@ i (b) = © 2 (@
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3

4)

6)

8)

9

10)

11)

12)

If the probability density function of avariable X is defined as
f(x) =Cx (2 -x), 0<x<2 thenthevalueof C is

@ 5 () S © 3 @32

The mean and variance of a binomial distribution are

@np, npg (b)) pa, npg (S)np, /npg (d) np, ng

If X~N (ms), the standard Normal variate is distributed as
(&) N(O, 0) (b) N(1, 0) () N(, 1) (d) N(1, 1)

The normal distribution curve is

(a) Bimodal (b) Unimodal

(c) Skewed (d) none of these

If X isapoission variate with P(X = 1) = P(X = 2), the mean
of the Poisson variate is equal to

(@1 (b) 2 (-2 (d)3

The standard deviation of a Poissson variate is 2, the mean of
the poisson variate is

() 2 (b) 4 ©OV2 O

The random variables X and Y are independent if

@ EXY)=1 (b) E(XY)=0

(c) E(X Y) = E(X) E(Y) (d) E(X+Y) = E(X) + E(Y)

The mean and variance of a binomial distribution are 8 and 4
respectively. Then P(X = 1) isequal to

1 1 1 1
(@) 22 (0) S« (€ 26 (d %0
If X~N (m s?), the points of inflection of normal distribution

curve are
(a+m (b) m+s (c)s +m (d) m+ 2s

If X~N (m s?), the maximum probability at the point of
inflection of normal distribution is

@ O
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13)

14)

15)

If arandom variable X hasthe following probability distribution
X -1 -2 1 2
PX) 3 & £ 3 thentheexpectedvalueof X is
3 1 1 1
(@ 5 (b) 5 ©35 (@3
If X~N (5, 1), the probability density function for the normal
variate X is

1()(12

112 25
(@ SJ—e = (b) 4—6
_e - 3(x-5)2 1(X 5)°
© T2p (d) [
If X~N (8, 64), the standard normal variate Z will be
(@z= % (b) X-8
- X-8
() 252 Chvea
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SAMPLING TECHNIQUES
AND STATISTICAL INFERENCE

9.1 SAMPLING AND TYPES OF ERRORS

Sampling is being used in our everyday life without knowing
about it. For examples, a cook tests asmall quantity of riceto see
whether it has been well cooked and a grain merchant does not
examine each grain of what he intends to purchase, but inspects
only asmall quantity of grains. Most of our decisions are based on
the examination of afew items only.

In a statistical investigation, the interest usualy lies in the
assessment of general magnitude and the study of variation with
respect to one or more characteristics relating to individuals
belonging to agroup. Thisgroup of individuas or units under study
is caled population or universe. Thusin statistics, population is
an aggregate of objects or units under study. The population may
be finite or infinite.

9.1.1 Sampling and sample

Sampling is a method of selecting units for analysis such as
households, consumers, companies etc. from the respective
population under gatistica investigation. The theory of sampling is
based on the principle of statistical regularity. According to
thisprinciple, amoderately large number of items chosen at random
from a large group are amost sure on an average to possess the
characteristics of the larger group.

A smallest non-divisible part of the population is called aunit.
A unit should be well defined and should not be ambiguous. For
example, if we define unit as a household, then it should be defined
that a person should not belong to two households nor should it
leave out persons belonging to the population.

A finite subset of a population is called a sample and the
number of unitsin asampleis called itssample size.
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By anaysing the data collected from the sample one can draw
inference about the population under study.

9.1.2 Parameter and Statistic

Thegatistical congtants of apopulation like mean (), variance
(s?), proportion (P) are termed as parameters. Statistical
measures like mean (X), variance (S), proportion (p) computed
from the sampled observations are known as statistics.

Sampling is employed to throw light on the population
parameter. A statisticisan estimate based on sampledatato draw
inference about the population parameter.

9.1.3 Need for Sampling

Suppose that the raw materials department in a company
receives itemsin lots and issues them to the production department
as and when required. Before accepting these items, the inspection
department inspects or tests them to make sure that they meet the
required specifications. Thus
(i) it couldinspect dl itemsinthelot or

(i) it could take a sample and inspect the sample for defectives
and then estimate the total number of defectives for the
population as a whole.

Thefirst approach iscalled complete enumer ation (census).
It has two mgjor disadvantages namely, the time consumed and the
cost involved init.

The second approach that uses sampling has two major
advantages. (i) It is significantly less expensive. (ii) It takes least
possible time with best possible resuilts.

There are situations that involve destruction procedure where
sampling is the only answer. A well-designed statistical sampling
methodology would give accurate results and at the same time will
result in cost reduction and least time. Thus sampling is the best
available tool to decision makers.
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9.1.4 Elements of Sampling Plan

The main gepsinvolved in the planning and execution of sample
survey are:
(i) Objectives

The first task is to lay down in concrete terms the basic
objectives of the survey. Failure to define the objective(s) will clearly
underminethe purpose of carrying out the survey itself. For example,
if anationalised bank wantsto study savings bank account holders
perception of the service quality rendered over a period of one
year, the objective of the sampling is, here,to analyse the perception
of the account holders in the bank.

(i) Population to be covered

Based on the objectives of the survey, the population should
bewell defined. The characteristics concerning the popul ation under
study should aso be clearly defined. For example, to anayse the
perception of the savings bank account holders about the service
rendered by the bank, all the account holdersin the bank constitute
the population to be investigated.

(i) Sampling frame

In order to cover the population decided upon, there should
be some list, map or other acceptable materia (called the frame)
which serves as a guide to the population to be covered. Thelist or
map must be examined to be sure that it is reasonably free from
defects. The sampling frame will help usin the selection of sample.
All the account numbers of the savings bank account holdersin the
bank are the sampling frame in the analysis of perception of the
customers regarding the service rendered by the bank.
(iv) Sampling unit

For the purpose of sample selection, the population should
be capable of being divided up into sampling units. The division of
the population into sampling units should be unambiguous. Every
element of the population should belong to just one sampling unit.
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Each account holder of the savings bank account in the bank, form
aunit of the sample as al the savings bank account holders in the
bank constitute the population.
(v) Sampleselection

The size of the sample and the manner of selecting the sample
should be defined based on the objectives of the statistical
investigation. The estimation of population parameter dong with

their margin of uncertainity are some of the important aspectsto be
followed in sample sdlection.

(vi) Collection of data

The method of collecting the information has to be decided,
keeping in view the costs involved and the accuracy aimed at.
Physical observation, interviewing respondents and collecting data
through mail are some of the methods that can be followed in
collection of data

(vii) Analysisof data

The collected data should be properly classified and subjected
to an appropriate analysis. The conclusions are drawn based on
the results of the analysis.

9.1.5 Types of Sampling

Types of
Sampling
1

I |
Probability Sampling Non-Probability Sampling
or or
Random sampling Non-Random Sampling

Simple Stratified | |Systematic| [ Cluster
Random Random | | Sampling | | Sampling
Sampling | | Sampling
I |
Convenience Expert Quota
Sampling Sampling | | Sampling
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The technique of selecting asamplefrom apopulation usually
depends on the natur e of the dataand thetype of enquiry. The
procedure of sampling may be broadly classified under the following
heads :

(i) Probability sampling or random sampling and
(if) Non-probability sampling or non-random sampling.

() Probability sampling

Probability sampling isamethod of sampling that ensuresthat
every unit in the population has aknown non-zer o chanceof being
included in the sample.

The different methods of random sampling are :
(@) Simple Random Sampling

Simple random sampling is the foundation of probability
sampling. Itisaspecia caseof probability samplinginwhich every
unit in the population has an equal chance of being included in a
sample. Simple random sampling also makes the selection of every
possible combination of the desired number of units equally likely.
Sampling may be done with or without replacement.

It may be noted that when the sampling is with replacement,
the units drawn are replaced before the next selection is made. The
population size remains constant when the sampling is with
replacement.

If one wants to select n units from a population of size N
without replacement,then every possible selection of n units must
have the same probability. Thus there are Ncn possible ways to
pick up n units from the population of size N. Simple random
sampling guaranteesthat asample of n units, hasthe same probability

N of being selected.
Example

A bank wants to study the Savings Bank account holders
perception of the service quality rendered over a period of one
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year. The bank has to prepare a complete list of savings bank
account holders, called as sampling frame, say 500. Now the
processinvolves selecting asample of 50 out of 500 and interviewing
them. This could be achieved in many ways. Two common ways
are:

(1) Lottery method : Select 50 dlips from abox containing well
shuffled 500 dips of account numbers without replacement.
This method can be applied when the population is small
enough to handle.

(2) Random numbers method : When the population size is
very large, the most practical and inexpensive method of
selecting a simple random sample is by using the random
number tables.

(b) Stratified Random Sampling

Stratified random sampling involves dividing the population
into a number of groups caled strata in such a manner that the
units within a stratum are homogeneous and the units between the
strata are hetr ogeneous. The next step involves selectingasimple
random sample of appropriate size from each stratum. The sample
sizein each stratum isusualy of (a) equd size, (b) proportionate
to the number of unitsin the stratum.

For example, a marketing manager in a consumer product
company wants to study the customer’s attitude towards a new
product in order to improve the sales. Then threetypicd cities that
will influence the sales will be considered as three strata. The
customers within a city are smilar but between the cities are vastly
different. Selection of the customers for the study from each city
has to be a random sample to draw meaningful inference on the
whole population.

(c) Systematic sampling

Systematic sampling isaconvenient way of selecting asample.
It requires less time and cost when compared to smple random
sampling.
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In this method, the units are selected from the population at a
uniforminterval. Tofacilitatethiswe arrangetheitemsin numerical,
alphabetical, geographical or any other order. When a complete
list of the population is available, this method is used.

If we want to select a sample of sizen from a population of
size N under systematic sampling, frist select an item j at random

. N . .
suchthat 1<j <k wherek = P and k is the nearest possible
integer. Then j,j +k, j+2k, ...} + (n- 1) k Mitemscongtitutea
systematic random sample.

For example, if we want to select a sample of 9 students out

of 105 studentsnumbered as 1, 2, ..., 105, select a student among

1,2,...,11 at random (say at 3rd position). Here k = % =10.5

and\ k =11. Hence students at the positions 3, 14, 25, 36, 47,
58, 69, 80, 91 form arandom sample of size 9.

(d) Cluster sampling
Cluster sampling is used when the population is divided into

groups or cluster ssuch that each cluster is arepresentative of the
population.

If a study has to be done to find out the number of children
that each family in Chennai has, then the city can be divided into
severa clustersand afew clusters can be chosen at random. Every
family in the chosen clusters can be a sample unit.

In using cluster sampling the following points should be noted

(@) For getting precise results clusters should be as small as
possible consi stent with the cost and limitations of the survey
and

(b) Thenumber of unitsin each cluster must be moreor lessequal.
(i)  Non-Probability Sampling
Thefundamenta difference between probability sampling and
non-probability sampling is that in non-probability sampling
procedure, the selection of the sample units does not ensure aknown
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chance to the units being selected. In other words the units are
selected without using the principle of probability. Even though
the non-probability sampling has advantages such as reduced cost,
speed and convenience in implementation, it lacks accuracy in view
of the seleciton bias. Non-probability sampling is suitable for pilot
studies and exploratory research

The methods of non-random sampling are :
(a) Purposive sampling
In this sampling, the sample is selected with definite purpose

in view and the choice of the sampling units depends entirely on the
discretion and judgement of the investigator.

For example, if an investigator wants to give the picture that
the standard of living has increased in the city of Madurai, he may
take the individualsin the sample from the posh localities and ignore
thelocalitieswhere low income group and middle classfamilieslive.
(b) Quota sampling

Thisis arestricted type of purposive sampling. This consists
in specifying quotas of the samplesto be drawn from different groups
and then drawing the required samples from these groups by
purposive sampling. Quota sampling iswiddly used in opinion and
market research surveys.

(c) Expert opinion sampling or expert sampling

Expert opinion sampling involves gathering a set of people
who have the knowledge and expertise in certain key areas that are
crucial to decison making. The advantage of this sampling isthat it
acts as a support mechanism for some of our decisionsin situations
where virtualy no data are available. The mgor disadvantage is
that even the experts can have prejudices, likes and didikes that
might distort the results.

9.1.6 Sampling and non-sampling errors
The errors involved in the collection of data, processing and
analysis of data may be broadly classfied as (i) sampling errors
and (ii) non-sampling errors.
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(i) Sampling errors

Sampling errors have their origin in sampling and arise due to
the fact that only a part of the population has been used to estimate
population parameters and draw inference about the population.

Increasing in the sample size usualy results in decrease in the
sampling error.

Sampling errors are primarily due to some of the following
reasons :

(@) Faulty selection of the sample

Some of the biasisintroduced by the use of defective sampling
technique for the selection of a sample in which the investigator
deliberately selects arepresentative sampleto obtain certain results.

(b) Substitution

If difficulty arise in enumerating a particular sampling unit
included in therandom sample, theinvestigators usualy substitute a
convenient member of the population leading to sampling error.
(c) Faulty demarcation of sampling units

Bias due to defective demarcation of sampling units is
particularly significant in area surveys such as agricultural
experiments. Thus faulty demarcation could cause sampling error.

(i) Non-samplingerrors
The non-sampling errors primarily arise at the stages of
observation, classification and analysis of data.

Non-sampling errors can occur at every stage of the planning
or execution of census or sample surveys. Some of the more
important non-sampling errors arise from the following factors :

(@ Errorsdueto faulty planning and definitions
Sampling error arises dueto improper data specification, error
in location of units, measurement of characteristics and lack
of trained investigators.
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(b) Responseerrors
These errors occur as aresult of the responses furnished by
the respondents.

(c) Non-response bias
Non-response biases occur due to incomplete information on
al the sampling units.

(d) Errorsin coverage

These errors occur in the coverage of sampling units.
(e) Compilingerrors

These errors arise due to compilation such as editing and
coding of responses.

EXERCISE 9.1

1 Explain sampling distribution and standard error.

2 Distinguish between the terms parameter and statistic
3 Explain briefly the elements of sampling plan.

4) Discuss probability sampling.

5  Discuss non-probability sampling.

6) Distinguish between sampling and non sampling errors.

9.2 SAMPLING DISTRIBUTIONS

Consider al possible samples of sizen which can be drawn
from agiven population. For each samplewe can compute agtatistic
such as mean, standard deviation, etc. which will vary from sample
to sample. The aggregate of various vaues of the statistic under
consideration may be grouped into a frequency distribution. This
distribution isknown assampling distribution of the statistic. Thus
the probability distribution of al the possible values that a sample
statistic can take, is called the sampling distributionof the statistic.
Sample mean and sample proportion based on arandom sample
are examples of sample statistic.

Supposing a Market Research Agency wantsto estimate the
annual household expenditure on consumer durables from among
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the population of households (say 50000 households) in Tamil Nadu.
The agency can choose fifty different samples of 50 households
each. For each of the samples, we can calculate the mean annual
expenditure on consumer durables as given in the following table :

Sample No. Total expenditure for Mean
50 households Rs.
1 100000 2000
2 300000 6000
3 200000 4000
4 150000 3000
49 600000 12000
50 400000 8000

The distribution of all the sample means is known as the
sampling distribution of the mean. The figures Rs. 2000,
6000 ... 8000 are the sampling distribution of the means.

Smilarly, the sampling digtribution of the sample variance
and sample proportion can aso be obtained.

In asample of n itemsif n, belongs to Category-1 and
n-n, belongs to the Category-2, then % is defined as the

sample proportion p belonging to the first category and nT
or (1- p) isthe sample proportion of second category. Thisconcept

could be extended to k such categories with proportions (say) p,,
Py ..., P SUChthat p, +p,+...+p =1

We could aso arrive a asampling distribution of aproportion.
For example, if inafactory producing eectrica switches, 15 different
samples of 1000 switches are taken for inspection and number of
defectivesin each sample could be noted. We could find aprobability
distribtuion of the proportion of defective switches.
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9.2.1 Sampling distribution of the Mean from normal
population
If X;, X,, ..., X, are n independent random samples drawvn
from a norma population with mean mand standard deviation s,
then the sampling distribution of X (the sample mean) follows a

normal distribution with mean mand standard deviation %

n
It may be noted that

i — SX. X, +X,+.+X
(i) thesamplemean X= — = L "2 n

n n
Thus X isarandom variable and will be different every time
when a new sample of n observations are taken

(i) X isan unbiased estimator of the population mean m
i.e. E(X) =m denoted by m =m

(i)  the standard deviation of the sample mean X is given by
__S
S I

For example, consider asample of weights of four boysfrom
the normal population of size 10000 with replacement. The mean
weight of the four boys is worked out. Again take another new
sample of four boys from the same population and find the mean
weight. If the process is repeated an infinite number of times, the
probability digribution of these infinite number of sample means
would be sampling distribution of mean.

9.2.2 Central limit theorem

When the samples are drawn from a normal population
with mean mand standard deviation s, the sampling distribution

of the mean is aso normal with mean m =m and standard
deviation s, = % However the sampling distribution of the
n

mean, when the population is not normal is equally important.
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The central limit theorem says that from any given
population with mean mand standard deivation s, if we draw a
random sample of n observations, the sampling distribution of the
mean will approach anormal distribution with amean mand standard

deviation % as the sample size increases and becomes large.
n

In practice asample size of 30 and aboveis considered to be
large.

Thus the central limit theorem is a hall mark of statistical
inference. It permits us to make inference about the population
parameter based on random samples drawn from populations that
are not neccessarily normaly distributed.

9.2.3 Sampling distribution of proportions

Suppose that a population is infinite and that the probability
of occurrence of an event, say success, isP. Let Q =1- Pdenote
the probability of failure.

Consider al possible samples of size n drawn from this
population. For each sample, determine the proportion p of
successes. Applying centrd limit theorem, if the sample size n is
large, the distribution of the sample porportion p follows a normal

distribution with mean m, = P and S.D S,= /P_Q
n
9.2.4 Standard error

The standard deviation of the sampling distribution of agtatistic
is called thestandard error of the statistic. The standard deviation
of the distribution of the sample meansis called thestandard error
of the mean. Likewise, the standard deviation of the distribution
of the sample proportions is called the standard error of the
proportion.

The standard error is popularly known as sampling error.
Sampling error throws light on the precision and accuracy of the
estimate. The standard error isinversely proportional to the sample
size i.e thelarger the sample size the samller the standard error.
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The standard error measures the dispersion of al possible
values of the statistic in repeated samples of a fixed size from a
given population. Itisused to set up confidence limitsfor population
parameters in tests of significance. Thus the standard errors of
sample mean X and sample proportion p are used to find
confidence limits for the population mean mand the population
proportion P respectively.

Statistic Standard error Remarks

s Population size is
ﬁ infinite or sample with

Sample mean replacement.
X s [N-n Population size N finite
Jn VN-1 or sample without

replacement
Population size is
PQ infinite or sample with

Sample n replacement.
proportion p 5 Population size N finite
/—Q N-n or sample without

n VN-1 replacement

Example 1

A population consists of the five numbers 2, 3, 6, 8, 11.
Consider all possible samples of size 2 which can be drawn
with replacement from this population. find (i) mean of the
population, (i) the standard deviation of the population (iii)
the mean of the sample distribution of means and (iv) the
standard error of means.

Solution :

(i)  The population mean m= % _2+ 3+65+8+11

(i) Thevariance of the population s? = ﬁ S(x - m?

=6
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= 2{(2:6) + (3-6)*+ (6-6)° + (8-6)° + (11-6))
=10.8
\ the standard deviation of the population s = 3.29
(i) There are 25 samples of size two which can be drawn with
replacement. They are
2,2 (2,30 (2,6) (2,8 (2,11
32 3,3 (3,6 (3,8 (311
(6,2) (6,3) (6,6) (6,8 (6,11
8,2 (83 (86) (8178 (811
(12,2 (11,3) (11,6) (11,8 (11,11)

The corresponding sample means are
2.0 2.5 4.0 5.0 6.5
2.5 3.0 4.5 55 7.0
4.0 4.5 6.0 7.0 8.5
5.0 5.5 7.0 8.0 9.5
6.5 7.0 8.5 9.5 11.0
The mean of sampling distribution of means
m = aum of dl sanple means _ 150 _

L 25 25 ~ 6.0

(iv) The variance s2 of the sampling distribution of means is
obtained as follows :
s2 =3:{2-6)7+(25- 6+ .+ (6.5 6)2+ ..

+ (9.5 6)% +(11- 6)%

_135_
=75 94

\ the standard error of means s - 75.4=232
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Example 2

Assume that the monthly savings of 1000 employees
working in a factory are normally distributed with mean
Rs. 2000 and standard deviation Rs. 50 If 25 samples
consisting of 4 employees each are obtained, what would be
the mean and standard deviation of the resulting sampling
distribution of means if sampling were done (i) with
replacement, (ii) without replacement.

Solution :
Given N =1000, m=2000, s =50, n=4
(i) Sampling with replacement

m7=m: 2000

S 50
S_=——==—-F+==25
X a/n \/Z

(i)  Sampling without replacement
The mean of the sampling distribution of the meansis
m =ms= 2000
The standard deviation of the sampling distribution of means

IS
_ s [N-n
SgT nVN-1

_ 50 [100- 4
= Ja\1000- 1
_ 99 _
= (25) 1/ 559 = 25 (V9%

= (25) (0.9984) = 24.96

Example 3

A random sample of size 5isdrawn without replacement
from afinite population consisting of 41 units. |f thepopulation
S.Dis6.25, find the S.E of the sample mean.
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Solution :
Populationsize N =41
Samplesize n=>5
Standard deviation of the popultion s = 6.25

SEof samplemean = == [N-D (N isfinite)
Jn VN-

_ 625 /41-5
J5 V41-1
_ 625%6 _ 3x6.25 _, o

5210 52

Example 4

The marksobtained by studentsin an aptitudetest are
normally distributed with a mean of 60 and a standard
deviation of 30. A random sample of 36 students is drawn
from this population.

(i) What isthe standard error of the sampling mean?

(i) What isthe probability that the mean of a sample of
16 studentswill be either lessthan 50 or greater than 807
[P(0<Z<4)=0.4999]

Solution ;

(i) Thestandard error of the sample mean X is given by

sx:%:%:S (N isnot given)
(i) Therandom variable X followsnormal distribution with mean

my and standard deviation %

Tofind  P(X <50 or X >80).
P( X <50 or X >80) = P(X <50) + P(X>80)

_ngs_n& - 50- 609+ P§9_< N _ 80
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=P(Z<-2)+P(Z>4)

=[0.5- P(0<Z<2)] +[0.5- P(0<Z<4)]

= (0.5- 0.4772) + (0.5- 0.4999)

=.02283, which is the required probability.
Example5

2% of the screws produced by a machine are defective.
What is the probability that in a consignment of 400 such
screws, 3% or more will be defective.

Solution :
Here N is not given, but n=400
Population proportion P=2%=0.02\ Q=1- P=0.98
The samplesizeislarge

\ The sample porportion is normally distributed with mean

_ - |PQ _ [0.02x0.98 _
m = 0.02 and S.D—\/T = 200 = 0.007

Probability that the sample proportion p > 0.03

= Area under the normal curveto theright of Z =1.43.
_ p-P _0.03-0.02 _

(=55 " 0007 14

\  required probability = 0.5- AreabetweenZ =0to Z =1.43

=0.5- 0.4236 = 0.0764

EXERCISE 9.2

1) A population consists of four numbers 3, 7, 11 and 15. Consider
al possible samples of size two which can be drawn with
replacement from this population.

Find (i) the population mean
(ii) the population standard deviation.
(iii) the mean of the sampling distribution of mean
(iv) the standard deviation of the sampling distribution of
mean.
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2) A population consists of four numbers 3, 7, 11 and 15. Consider
al possible samples of size two which can be drawn without
replacement from this population.

Find (i) the population mean
(i) the population standard deviation.
(iii) the mean of the sampling distribution of mean

(iv) the standard deviation of the sampling distribution of
mean.

3) Theweights of 1500 iron rods are normally distributed with
mean of 22.4 kgs. and standard deviation of 0.048 kg. If 300
random samples of size 36 are drawn from this population,
determine the mean and standard deviation of the sampling
distribution of mean when sampling is done (i) with replacement
(ii) without replacement.

4) 1% of the outgoing +2 students in a school have joined I.1.T.
Madras. What is the probability that in a group of 500 such
students 2% or more will be joining I.I.T. Madras.

9.3 ESTIMATION

The technique used for generalising the results of the sample
to the population is provided by an important branch of statistics
caled statistical inference. The concept of statistical inference
deal swith two basic aspects namely (a) Estimation and (b) Testing
of hypothesis.

In gatistics, estimation is concerned with making inference
about the parameters of the population using information available
in the samples. The parameter estimation is very much needed in
the decision making process.

The estimation of population parameters such as mean,
variance, proportion, etc. from the correspoinding sample statistics
Is an important function of statistical inference.
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9.3.1 Estimator

A sample statistic which is used to estimate a population
parameter is known asestimator.

A good estimator is one which is as close to the true value of
population parameter as possible. A good estimator possesses the
following properties:

(i) Unbiasedness
As estimate is said to be unbiased if its expected vaue is
equal to its parameter.

The sample mean X = %Sx is an unbiased estimator of
population meanm For a sample of sizen, drawn from a population

of size N, & = ﬁ S(x- X)? is an unbiased estimator of
population variance. Hences? isused inestimation andintesting
of hypothesis.
(i) Consistency

An estimator is said to be consistent if the estimate tends to
approach the parameter as the sample size increases.
(iii) Efficiency

If we have two unbiased estimators for the same population
prarameter, the first estimator is said to be more efficient than the
second estimator if the standard error of the first estimator issmaller
than that of the second estimator for the same sample size.
(iv) Sufficiency

If an estimator possesses all information regarding the
parameter, then the estimator is said to be a sufficient estimator.

9.3.2 Point Estimate and Interval Estimate

It is possible to find two types of estimates for a population
parameter. They are point estimateand interval estimate.
Point Estimate

An estimate of a population parameter given by a single
number is called apoint estimator of the parameter. Mean (X ) and
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the sample variance [& = ﬁ S(x- X)’] are the examples of
point estimates.

A point estimate will rarely coincide with the true population
parameter value.
Interval Estimate

An estimate of a population parameter given by two numbers
between which the parameter is expected to lieis cdled an intervad
estimate of the parameter.

Interval estimate indicates the accuracy of an estimate and is
therefore preferable to point estimate. As point estimate provides
asingle value for the population parameter it may not be suitablein
some Situation.

For example,

if we say that adistanceis measured as 5.28mm, we are giving
a point etimate. On the other hand, if we say that the distance is
5.28 + 0.03 mm i.e. the distance lies between 5.25 and 5.31mm,
we are giving an interva estimate.

9.3.3 ConfidenceInterval for population mean and proportion

The intervd within which the unknown vaue of parameter is
expected to lie is called confidence interval. The limits so
determined are called confidence limits.

Confidenceintervasindicate the probability that the population
parameter lies within a specified range.

Computation of confidence interval

To compute confidence interval we require
(i) thesample atigtic,
(i)  thestandard error (S.E) of sampling distribution of the Statistic
(i) the degree of accuracy reflected by the Z-value.

If the size of sample is sufficiently large, then the sampling
distribution is approximately normal. Therefore, the sample vaue
can be used in estimation of standard error in the place of population
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vaue. TheZ-digtributionisused in case of large samplesto estimate
the confidence limits.

Wegivebelow valuesof Z corresponding to some confidence
levels.

Confidence Levels [99% | 98% | 96% | 95% | 80% | 50%
Vduedf Z, Z 258 (233 | 205 | 196 | 1.28 |0.674
(i) Confidenceinterval estimatesfor means

Let mand s be the population mean and standard deviation
of the population.

Let X and s be the sample mean and standard deviation of
the sampling distribution of a statistic.

The confidence limits for mare given below :

Population Samplesize confidence limits for m
gze
Infinite n X + (Zc)i , z isthevalue
of Z corresponding to

confidence levels.

- - N-n
Finite, N n X +(Z)—>= 1/—
- ,‘[n N-1

(i) Confidenceintervalsfor proportions

If p isthe proportion of successes in a sample of size n
drawn from a population with P as its proportion of successes,
then the confidence intervalsfor P are given below :

Population Sample size Confidence limitsfor P

Infinite n P(Zc) o %
Finite, N n p+(Z.) \/ % \ NN- 2
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Example 6

Sensing the downward trend in demand for a leather
product, the financial manager was considering shifting his
company’s resources to a new product area. He selected a
sampleof 10firmsin theleather industry and discover ed their
earnings (in %) on investment. Find point estimate of the
mean and variance of the population from the data given
below.

21.0 250 200 160 120 100 170 180 13.0 110
Solution :

X X X- X (X-X)?
21.0 16.3 4.7 22.09
25.0 16.3 8.7 75.69
20.0 16.3 3.7 13.69
16.0 16.3 -0.3 0.09
12.0 16.3 -4.3 18.49
10.0 16.3 -6.3 39.69
17.0 16.3 0.7 0.49
18.0 16.3 1.7 2.89
13.0 16.3 -3.3 10.89
11.0 16.3 -5.3 28.09

163.0 212.10
Sample mean, X = STX =% =16.3
Sample variance, & :ﬁS(X-Y)2
212.10

-] =235 (thesamplesizeissmall)

Sample standard deviation = 1/23.5 = 4.85
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Thus the point estimate of mean and of variance of the
population from which the samples are drawn are 16.3 and 23.5

respectively.
Example 7

A sample of 100 students are drawn from a school.
The mean weight and variance of the sample are 67.45 kg
and 9 kg. respectively. Find (a) 95% and (b) 99%
confidenceintervalsfor estimating the mean weight of the
students.

Solution :
Samplesize, n =100
Thesample mean, X = 67.45
The samplevariance & =9

The sample standard deviation s= 3
Let m be the population mean.

(@) The 95% confidence limits for mare given by
< S
X +(Z) 7y

3
P 6745+ (1.96) 77— (Here Z =1.96 for 95%

100 confidence level)
b 67.45+0.588

Thus the 95% confidence intervas for estimating mis given by
(66.86, 68.04)

(b) The 99% confidence limits for estimating mare given by
- S
X *(2) Jn

3
P 6745+ (2.58) 77— (Herez =2.58 for 99%
100 confidence level)
) 67.45 + 0.774

Thus the 99% confidence interval for estimating mis given by
(66.67, 68.22)
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Example 8

A random sample of size 50 with mean 67.9 is drawn
from anormal population. If it isknown that the standard error

of the sample mean is+/0.7 , find 95% confidenceinterval for
the population mean.
Solution :

n=>50, samplemean X = 67.9

95% confidence limits for population mean mare :

X +(Z){SE(X)}

p 67.9 + (1.96) (1/0.7)

P 67.9+1.64

Thus the 95% confidence intervas for estimating mis given by
(66.2, 69.54)

Example 9

A random sample of 500 apples was taken from large
consignment and 45 of them were found to be bad. Find the
limits at which the bad appleslieat 99% confidence level.

Solution :
Weshall find confidence limitsfor the proportion of bad apples.
Sample size n =500

Proportion of bad applesin the sample = 45 - 0,09

500
p =0.09
\  Proportion of good applesin the sample q= 1-p=0.91.

The confidence limits for the population proportion P of bad
apples are given by

ae/ pq 9
P+ (Z)e\ T =
4]
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b 0.0+ (2.58) /%500-91 b 0.09+0.033

Therequired interval is (0.057, 0.123)

Thus, the bad apples in the consignment lie between 5.7%
and 12.3%

Example 10

Out of 1000 TV viewers, 320 watched a particular
programme. Find 95% confidence limitsfor TV viewerswho
watched this programme.

Solution :
Sample size n= 1000

Sample proportion of TV viewers p = % - 13%%
=.32
\ g =1-p=.68
SE (p) = %
=0.0147

The 95% confidence limits for population propotion P are
given by
p+(1.96) SE (p) =0.32+0.028
p 0.292 and 0.348

\ TV viewers of this programme lie between 29.2% and
34.8%

Example 11

Out of 1500 school students, a sample of 150 selected
at random totest theaccuracy of solving a problem in business
mathematics and of them 10 did a mistake. Find the limits
within which the number of students who did the problem
wrongly in wholeuniver se of 1500 studentsat 99% confidence
level.
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Solution :
Population size, N = 1500
Samplesize, n =150

Sample proportion, p = % =0.07

\' g=1-p =093

Standard error of p, SE (p) = 1/% =0.02
The 99% confidence limitsfor population proportion P are

given by
pqg N-n
P+(Z) -~ VN1
/1500- 150
p 0.07 + (2.58) (0.02) 1500~ 1

p 0.07 +0.048
\  Theconfidenceinterva for P is (0.022, 0.118)

\ The number of students who did the problem wrongly
in the population of 1500 lies between .022 x 1500 = 33 and
118 x 1500 = 177.

EXERCISE 9.3

1) A sample of five measurements of the diameter of a sphere
were recorded by a scientist as 6.33, 6.37, 6.36, 6.32 and 6.37
mm. Determine the point estimate of (a) mean, (b) variance.

2 Measurements of the weights of a random sample of 200 ball
bearings made by a certain machine during one week showed
mean of 0.824 newtons and a standard deviation of 0.042
newtons. Find (a) 95% and (b) 99% confidence limits for the
mean weight of all the ball bearings.

3 A random sample of 50 branches of State Bank of India out of
200 branchesin adistrict showed amean annual profit of Rs.75
lakhs and a standard deviation of 10 lakhs. Find the 95%
confidence limits for the estimate of mean profit of 200
branches.
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4) A random sample of marks in mathematics secured by 50
students out of 200 students showed a mean of 75 and a
standard deviation of 10. Find the 95% confidence limits for
the estimate of their mean marks.

5  Out of 10000 customer’s ledger accounts, a sample of 200
accounts was taken to test the accuracy of posting and
balancing wherein 35 mistakes were found. Find 95%
confidence limits within which the number of defective cases
can be expected to lie.

6) A sample poll of 100 voters chosen at random from all voters
inagiven district indicated that 55% of them werein favour of
a particular candidate. Find (a) 95% confidence limits, (b)
99% confidence limitsfor the proportion of all votersin favour
of this candidate.

9.4 HYPOTHESISTESTING

There are many problems in which, besides estimating the
value of a parameter of the population, we must decide whether a
statement concerning a parameter is true or false; that is, we must
test a hypothesis about a parameter.

To illustrate the genera concepts involved in this kind of
decision problems, suppose that aconsumer protection agency wants
to test a manufacturer’s claim that the average life time of eectric
bulbs produced by him is 200 hours. So it instructs amember of its
staff to take 50 el ectric bulbs from the godown of the company and
test them for their lifetime continuoudy with the intention of rejecting
theclam if the mean lifetime of the bulbsis below 180 hours (say);
otherwise it will accept the claim.

Thus hypothesis is an assumption that we make about an
unknown population parameter. We can collect sample data from
the population, arrive at the sample statistic and then tet if the
hypothesis about the population parameter is true.
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9.4.1 Null Hypothesis and Alternative Hypothesis

In hypothesis testing, the statement of the hypothesis or
assumed value of the population parameter is always stated before
we begin taking the sample for anaysis.

A satistical statement about the population parameter assumed
before taking the sample for possible regjection on the basis of
outcome of sample data is known as anull hypothesis.

The null hypothesis asserts that there is no diffeence between
the sample statistic and population parameter and whatever
difference is there is attributable to sampling error.

A hypothesisis said to bealter native hypothesiswhenitis
complementary to the null hypothesis.

The null hypothesis and aternative hypothesis are usualy
denoted by H, and H, respectively.
For example, if we want to test the null hypothesis that the
average height of soldiersis 173 cms, then
H, : m= 173 = m (say)
H, :m? 1731 m.

9.4.2 Typesof Error

For testing the hypothesis, we take a sample from the
population, and on the basis of the sample result obtained, we decide
whether to accept or reject the hypothesis.

Here, two types of errors are possble. A null hypothesis
could be regected when it istrue. Thisiscaled Type | error and
the probability of committing type | error is denoted by a.

Alternatively, an error could result by accepting a null
hypothesswhenitisfase. ThisisknownasTypell errorandthe
probability of committing type Il error is denoted by b.
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Thisisillustrated in the following table :

Actual Decision based Error and its
on sampling Probability
H, isTrue Rejecting H, Typel error ;
a=P{H, /H}
H,isFase Accepting H Typell error ;
b=P{H,/H}

9.4.3 Critical region and level of significance

A region in the sample space which amounts to reection of
null hypothesis (H,) is called the critical region.

After formulating the null and aternative hypotheses about a
population parameter, we take a sample from the population and
calculate the value of the relevant statistic, and compare it with the
hypothesised population parameter.

After doing this, we have to decide thecriteriafor accepting
or rgecting the null hypothesis. These criteriaare given asarange
of valuesin theform of an interval, say (a, b), so that if the statistic
value falls outside the range, we reject the null hypothesis.

If the statistic value falls within the interva (a, b), then we
accept H,. This criterion has to be decided on the basis of the
level of significance. A 5% leve of signififance meansthat 5% of
the atistical values arrived at from the sampleswill fal outsidethis
range (a, b) and 95% of the values will be within the range (a, b).

Thus the level of significance is the probability of Type |
error a. Theleves of sgnificance usualy employed in testing of
hypothesis are 5% and 1%.

A high significancelevel chosen for testing a hypothesiswould
imply that higher is the probability of rgecting anull hypothesis if it
istrue.
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9.4.4 Test of significance

Thetests of significance are (@) Test of significance for large
samples and (b) Test of significance for small samples.

For larger sample sze (>30), dl the distributions like Binomid,
Poission etc., are approximated by normal distribution. Thus normal
probability curve can be used for testing of hypothesis.

For the test statistic Z (standard normal variate), the critical
region at 5% level isgiven by | Z |> 1.96 and hence the acceptance
regionis|Z|<1.96. Whereasthecritical regionfor Z at 1% level
ISs| Z | > 2.58 and the acceptance regionis| Z | < 2.58.

The testing hypothesisinvolves five steps :
(i)  Theformulation of null hypothessand an dternative hypothess
(i)  Set up suitable significance level.
(i)  Setting up the Statistical test criteria.
(iv)  Setting up rejection region for the null hypothess.
(v) Conclusion.

Example 12

The mean life time of 50 electric bulbs produced by a
manufacturing company is estimated to be 825 hourswith a
standard deviation of 110 hours. If misthe mean life time of
all the bulbs produced by the company, test the hypothesis
that m= 900 hours at 5% level of significance.

Solution :
Null Hypothess,  H,: m=900
Alternative Hypothesis,  H, : m? 900
Test Satistic, Z is the standard normal variate.

X;m where X isthe sample mean

Jn s =s.d.of the population

under H, Z=
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X-m
T
_825-900_ ;g
NG

\ |Z]|=482
Sgnificant levd, a =0.05 or 5%
Critical regionis | Z |>1.96
Acceptance regionis| Z | < 1.96
The calculated Z is much greater than 1.96.

Decision : Since the calculated value of | Z | = 4.82 fallsin
the critica region, the vdlue of Z is Sgnificant at 5% levdl.

\ the null hypothesisis rejected.

\  we conclude that the mean life time of the population of
electric bulbs cannot be taken as 900 hours.

(For large sample, s =9)

Example 13

A company markets car tyres. Their lives are
normally distributed with a mean of 50000 kilometer s and
standard deviation of 2000 kilometers. A test sample of
64 tyres has a mean life of 51250 kms. Can you conclude
that the sample mean differs significantly from the
population mean? (Test at 5% level)

Solution :

Sample size, n=64

Sample mean, X = 51250

H, : population mean m = 50000

H, : m* 50000

X-m

S

in

Under H,, thetest statistic Z =

~ N(0, 1)
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51250 - 50000
Z="xn =5

J64
Since the calculated Z is much greater than 1.96, it is highly

significant.

\ H, : m= 50000 is rejected.

\ The sample mean differssignificantly from the population mean

Example 14

A sample of 400 studentsisfound to have a mean height
of 171.38 cms. Can it reasonably be regarded as a sample
from alarge population with mean height of 171.17 cms
and standard deviation of 3.3 cms. (Test at 5% level)
Solution :

Sample size, n =400

Sample mean , X = 171.38

Population mean, m=171.17
Sample standard deviation =s.
Population standard deviation, s = 3.3
Set H,:m=171.38

The test statistic, Z = —
X-m . e
= —— sdincethesampleislarge, s=s

NG
_ 171.38-171.17

33

400
=1.273

X-m

~N (0, 1)

Since | Z | = 1.273 < 1.96, we accept the null hypothesis at
5% levd of dgnifiance.

Thus the sample of 400 has come from the population with
mean height of 171.17 cms.
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2)

3

4)

EXERCISE 94

Themean 1.Q of asample of 1600 childrenwas 99. Isit likely
that this was a random sample from a population with mean
[.Q 100 and standard deviation 15 ? (Test at 5% level of
significance)

The income distribution of the population of a village has a
mean of Rs.6000 and a variance of Rs.32400. Could a sample
of 64 persons with a mean income of Rs.5950 belong to this
population?

(Test at both 5% and 1% levels of significance)

The table below gives the total income in thousand rupees per
year of 36 persons selected randomly from a particular class
of people

Income (thousands Rs.)
6.5 10.5 12.7 13.8 13.2 114
5.5 8.0 9.6 9.1 9.0 8.5
4.8 7.3 8.4 8.7 7.3 7.4
5.6 6.8 6.9 6.8 6.1 6.5
4.0 6.4 6.4 8.0 6.6 6.2
4.7 7.4 8.0 8.3 7.6 6.7
On the basis of the sample data, can it be concluded that the

mean income of a person in this class of peopleis Rs. 10,000
per year? (Test at 5% level of significance)

To test the conjecture of the management that 60 percent
employees favour a new bonus scheme, a sample of 150
employees was drawn and their opinion was taken whether
they favoured it or not. Only 55 employeesout of 150 favoured
the new bonus scheme Test the conjecture at 1% level of
significance.
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EXERCISE 9.5

Choose the correct answer

1)

2)

3)

4)

5)

6)

The standard error of the sample mean is

(@ Typel error (b) Typell error

(c) Standard deviation of the sampling distribution of the mean
(d) Variance of the sampling distribution of the mean

If a random sample of size 64 is taken from a population
whose standard deviation is equal to 32, then the standard
error of the mean is

() 0.5 (b) 2 (c)4 (d) 32

The central limit theorem states that the sampling distribution
of the mean will approach normal distribution

(a) Asthe size of the population increases

(b) Asthe sample size increases and becomes larger

(c) Asthe number of samples gets larger

(d) Asthe sample size decreases

The Z-valuethat is used to establish a95% confidence interval
for the estimation of a population parameter is

(a) 1.28 (b) 1.65 (c) 1.96 (d) 2.58
Probability of rejecting the null hypothesiswhen it istrueis
(@) Typel error (b) Type Il error

(c) Sampling error (d) Standard error

Which of the following statements is true?

(a) Point estimate gives arange of values

(b) Sampling is done only to estimate a Satistic

(c) Sampling is done to estimate the population parameter
(d) Sampling is not possible for an infinite population

The number of waysin which one can select 2 customers out

of 10 customersis
(@ 90 (b) 60 (c) 45 (d) 50
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APPLIED STATISTICS
10

10.1 LINEAR PROGRAMMING

Linear programming is the general technique of optimum
dlocation of limited resources such as labour, material, machine,
capital etc., to several competing activities such as products, services,
jobs, projects, etc., on the basis of given criterion of optimality.
The term limited here is used to describe the availability of scarce
resources during planning period. The criterion of optimality
generally means either performance, return on investment, utility,
time, distance etc., The word linear stands for the proportional
relationship of two or more variables in a model. Programming
means’ planning’ and refersto the process of determining aparticular
plan of action from amongst several aternatives. It isan extremely
useful technique in the decision making process of the management.

10.1.1 Structureof Linear Programming Problem (L PP)
The LP mode includes the following three basic elements.

(i) Decison variables that we seek to determine.

(i) Objective (goal) that we aim to optimize (maximize or
minimize)

(i) Constraints that we need to satisfy.

10.1.2 Formulation of the Linear Programming Problem
The procedure for mathematical formulation of a linear

programming consists of the following major steps.

Sep 1: Study the given Situation to find the key decision to be
made

Step 2 : Identify the variables involved and designate them by
wmbolsxj(j =1,2..)

Step 3. Expressthefeasible alter nativesmahematicaly interms
of variables, which generadly are : x>0 for al |
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Step 4 : Identify the constraintsin the problem and express them
as linear inequalities or equations involving the decision
variables.

Step 5: Identify the obj ective function and expressit as a linear
function of the decision variables.
10.1.3 Applications of Linear programming
Linear programming is used in many areas. Some of them are

(i) Transport: Itisused to prepare the distribution plan between
source production and destination.

(i)  Assignment : Allocation of thetasksto the personsavailable
S0 as to get the maximum efficiency.

(i) Marketing : To find the shortest route for a salesman who
hasto vigt different locations so asto minimize the total cost.

(iv) Investment : Allocation of capital to differerent activities so
as to maximize the return and minimize the risk.

(v) Agriculture: Thealotment of land to different groups so as
to maximize the output.

10.1.4 Some useful Definitions

A feasible solution is a solution which satisfies al the
congraints (including non-negativity) of the problem.

A region which contains al feasible solutions is known as
feasibleregion.

A feasible solution which optimizes (maximizes or minimizes)
the objective function,is called optimal solution to the problem.

Note
Optimal solution need not be unique.

Example 1

A furniture manufacturing company plans to make
two products, chairs and tables from its available
resour ces, which consists of 400 board feet of mahogany
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timber and 450 man-hoursof labour. It knowsthat to make
achair requires5 board feet and 10 man-hoursand yields
a profit of Rs.45, while each table uses 20 board feet and
15 man - hours and has a profit of Rs.80. How many chairs
and tables should the company make to get the maximum
profit under the above resour ce constraints? Formulatethe
above as an LPP.

Solution :

Mathematical Formulation :

The data of the problem is summarised below:

Products Raw material Labour Profit

(per unit) (per unit) (per unit)
Chair 5 10 Rs. 45
Table 20 15 Rs. 80
Totd availability 400 450

Step 1: The key decision to be made is to determine the number
of units of chairs and tables to be produced by the

company.

Step 2 : Let x, designate the number of chairs and x,, designate
the number of tables, which the company decides to
produce.

Step 3: Since it is not possible to produce negative quantities,
feasible dternatives are set of values of x, and x,, such
that x, >0 andx,>0

Step 4 : The congtraints are the limited availability of raw materia
and labour. One unit of chair requires 5 board feet of
timber and one unit of table requires 20 board feet of
timber. Since x, and X, are the quantities of chairs and
tables, the total requirement of raw material will be
5x, + 20x,, which should not exceed the available raw
material of 400 board feet timber. So, the raw material
constraint becomes,

5x, + 20x,< 400
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Similarly, the labour constraint becomes,
10x, + 15x, <450
Step 5: The objective is to maximize the total profit that the
company gets out of selling their products, namely chairs,
tables. Thisis given by the linear function.
z= 45X, + 80X,
The linear programming problem can thus be put in the
following mathematica form.
maximize z = 45x, + 80x,
subject to  5x, + 20x, <400
10x, + 15x, <450
X,20, x,>0

Example 2

A firm manufactures headache pills in two sizes A and
B. Size A contains 2 mgs. of aspirin. 5 mgs. of bicarbonate
and 1 mg. of codeine. Size B contains1 mg. of aspirin, 8 mgs.
of bicarbonate and 6 mgs. of codeine. It isfound by users
that it requires atleast 12 mgs. of aspirin, 74 mgs. of
bicarbonate and 24 mgs. of codeine for providing immediate
relief. It isrequired to determinethe least number of pillsa
patient should take to get immediate relief. Formulate the
problem as a standard LPP.

Solution :
The data can be summarised as follows :
Head ache per pill
pills Aspirin Bicarbonate Codeine
Size A 2 5 1
SizeB 1 8 6
Minimum requirement 12 74 24
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Decision variables:
X, = number of pillsinsize A
X, = number of pillsinsize B
Following the steps as given in (10.1.2) the linear programming
problem can be put in the following mathematical format :
Maximize z=X, +X,
subject to 2X, + X,>12
5x, + 8x,>74
X, +6x,>24
X;20, x,>0

10.1.5 Graphical method
Linear programming problem involving two decision variables

can be solved by graphical method. The mgjor steps involved in
this method are as follows.

Step 1: State the problem mathematically.

Step 2 : Plot agraph representing al the constraints of the problem
and identify the feasible region (solution space). The
feasible region is the intersection of all the regions
represented by the constraints of the problem and is
restricted to the first quadrant only.

Step 3: Compute the co-ordinates of al the corner points of the
feasible region.

Step 4 : Find out the value of the objective function at each corner
point determined in step3.

Step 5: Select the corner point that optimizes (maximzes or
minimizes) the value of the objective function. It givesthe
optimum feasible solution.

Example 3

A company manufactures two products P, and P,. The
company has two types of machines A and B for processing
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the above products. Product P, takes 2 hours on machine A
and 4 hours on machine B, whereas product P, takes 5 hours
on machine A and 2 hours on machine B. The profit realized
on sale of oneunit of product P, isRs.3 and that of product P,
isRs. 4. If machine A and B can operate 24 and16 hour s per
day respectively, determine the weekly output for each
product in order to maximize the profit, through graphical
method.

Solution :
The data of the problem is summarized below.
Hours on profit
Product MachineA  Machine B (per unit)
P, 2 4 3
P, 5 2 4
Max. hours / week 120 80

Let x, be the number of units of P, and x, be the number of
units of P, produced. Then the mathematical formulation of the
problem is

Maximize z= 3x, + 4x,
subjectto  2x, + 5x, <120
4x, + 2X, < 80

X, X,>0

Solution by graphical method

Consider the equation 2, + 5x, = 120, and 4x, + 2x, = 80.
Clearly (0, 24) and (60, 0) are two points on the line 2x, + 5x, =
120. By joining these two points we get the straight line 2x, + 5x,
=120. Similarly, by joining the points (20, 0) and (O, 40) we get
the sraight line 4x, + 2x,, = 80. (Fig. 10.1)
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Now all the congtraints have been represented graphically.
%

80T
07T
60 T
50T
40 %
30T
B
27T
10T

O 10 20 30 40 50 60 70 80
(Fig.10.1)
The area bounded by al the constrints called feasible region
or solution space is as shown in the Fig. 10.1, by the shaded area

OCM, B

The optimum value of objective function occurs at one of the
extreme (corner) points of the feasible region. The coordinates of
the extreme points are

0=(0,0, C=(20,0), M,=(10,20), B=(0,24)

We now compute thez-va ues correspoinding to extreme points.

Extreme coordinates z=3X, + 4X,
point (X3, X))
@) (0, 0) 0
C (20, 0) 60
M, (10, 20) 110
B (0, 24) 96

The optimum solution is that extreme point for which the
objective function has the largest (maximum) value. Thus the
optimum solution occurs at the point M, i.e. x, = 10 and X, = 20.

Hence to maximize profit of Rs.110, the company should
produce 10 units of P, and 20 units of P, per week.
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Note

In case of maximization problem, the corner point & which the
objective function has amaximum va ue represent the optimal solution.
In case of minimization problem, the corner point a which theobjective
function has a minimum va ue represents the optimna solution.

Example 4
Solve graphically :
Minimize z= 20x, + 40x,
Subject to  36x, + 6x, > 108
3x, + 12x, > 36
20x, + 10x, > 100
X, X,20
Solution :
A(0, 18) and B(3, 0) ; C(0, 3) and D(12, 0) ; E(0, 10) and
F(5, 0) are the points on the lines 36x, + 6x, = 108, 3x, + 12x,=
36 and 20x, + 10x, = 100 respectively. Draw thte above lines as
Fig. 10.2.

101

= ®

8_ ‘e

6_

9

2 L2x, =3

ot —tpt :fax
2BaFe 8 10 1P1416 %

(Fig. 10.2)

Now all the constraints of the given problem have been
graphed. The areabeyond threelinesrepresentsthefeasibleregion
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or solution space, as shown in the above figure. Any point from
this region would satisfy the constraints.

The coordinates of the extreme points of the feasible region are:
A=(0,18), M,=(2,6), M, =(4,2, D=(120)
Now we compute the z-vaues corresponding to extreme

points.

Extreme coordinates z=20x, + 40x,
point (X5, X))

A (0, 18) 720

M, 4,2 160

M, (2, 6) 280

D (12, 0) 240

The optimum solution is that extreme point for which the
objective function has minimum value. Thus optimum solution
occurs at the point M, i.e. x; = 4 and x, = 2 with the objective
functionvalueof z= 160\ Minimum z=160at x, =4, X,=2

Example5
Maximizez= x, + X, subject to x, +X,<1
4x, + 3X,>12
. X,  X,20
Solution : i

(Fig.10.3)
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From the graph, we seethat the given problem hasno solutiion

as the feasible region does not exist.

D

EXERCISE 10.1

A company produces two types of products say type A and B.
Profits on the two types of product are Rs.30/- and Rs.40/-
per kg. respectively. The data on resources required and
availability of resources are given below.

Requirements Capacity
available
per month

Product A Product B

Raw materials (kgs) 60 120 12000
Machining hours / piece 8 5 600

Assembling (man hours) 3 4 500

2)

3

Formulate this problem as a linear programming problem to
maximize the profit.

A firm manufactures two products A & B on which the profits
earned per unit are Rs.3 and Rs.4 respectively. Each product
is processed on two machines M, and M,. Product A requires
one minute of processing time on M, and two minutes on M.,
while B requires one minute on M, and one minute on M,.
Machine M, is available for not more than 7 hrs 30 minutes
while M, is available for 10 hrs during any working day.
Formulate this problem as a linear programming problem to
maximize the profit.

Solve the following, using graphical method
Maximize z = 45x, + 80x,
subject to the constraints
5x, + 20x, <400
10x, + 15x, <450
X, X, >0
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4)  Solvethe following, using graphical method
Maximize z = 3, + 4X,
subject to the constraints
2X, +X,<40
2x, + 5x, <180

Xy, x220

5) Solve the following, using graphical method
Minimizez = X, + 2,
subject to the constraints
5%, +X,>10
2K+ 2X,>12
X, +4x,>12

X, X, >0

10.2 CORRELATION AND REGRESSION

10.2.1 Meaning of Correlation

The term correlation refers to the degree of relationship
between two or more variables. If achange in one variable effects
achangein the other variable, the variables are said to be correlated.
There are basically three types of correlation, namely positive
correlation, negative correlation and zero correlatiion.

Positive correlation

If the values of two variables deviate (change) in the same
directioni.e. if theincrease (or decrease) in one variable resultsin
acorresponding increase (or decrease) in the other, the correlation
between them is said to be positive.

Example

() the heights and weights of individuals
(i) the income and expenditure
(iii) experience and saary.
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Negative Correlation

If the values of the two variables constantly deviate (change)
in the opposite directions i.e. if the increase (or decrease) in one
results in corresponding decrease (or increase) in the other, the
correlation between them is said to be negative.

Example

(1) price and demand ,
(i) repayment period and EMI

10.2.2 Scatter Diagram

Let (X, ¥), (X, ,) ... (X, y,) bethe npairsof observation
of thevariables x and y. If weplot thevauesof x dong x-axis
and the corresponding values of y dong y-axis, the diagram so
obtained is called a scatter diagram. It gives us an idea of
relationship between x and y. Thetypes of scatter diagram under
simple linear correlation are given below.

YA YA

” "X : X
0O Positive Correlation O Negative Correlation
(Fig. 10.4) (Fig. 10.5)
YA

O No Correlation X
(Fig. 10.6)
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(i) If the plotted points show an upward trend, the correlation
will be positive (Fig. 10.4).

(i)  If the plotted points show a downward trend, the correlation
will be negative (Fig. 10.5).

(ii)  If the plotted point show no trend the variables are said to be
uncorrelated (Fig. 10.6).

10.2.3 Co-efficient of Correlation

Karl pearson (1867-1936) a British Biometrician, devel oped
the coefficient of correlation to express the degree of linear
relationship between two variables. Correlation co-efficient between
two random variables X and Y denoted by r(X, Y), isgiven by

Cov(X, V)
") = ) o)
where
Cov (X, Y) = %%(Xi - X)(Y; - Y) (covariance between X and Y)

SD (X) =5, =4 FOX, - X)*  (standard deviation of X)
SD(Y) =5, = /=Y, - V)* (sandard deviationof Y)

Hence the formula to compute Karl Pearson correlation
co-efficient is

Lox,- Xy - V)
o o7 fFov
ax, - X)(Y,- V) Sxy
JaxX - XA - 1) T e sy?

rex,Y) =
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Note

Thefollowing formulamay also be used to compute correlation
co-efficient between the two variables X and Y.

N NSXY - SX SY

O 1Y) = NSX - (SX)74/NSY 2 - (SY)?
N NSdxdy - Sdx Sdy

@ rx,Y)=

NS - (Sdx) % NSdy? - (Sdy)?

wheredx = x - A ; dy = y- B are the deviations from
arbitrary values A and B.
10.2.4 Limitsfor Correlation co-efficient

Correlation co-efficient lies between -1 and +1.
e -1<r(x,y <1l

(i) Ifr(X,Y)=+1thevariablesX andY aresaidto be perfectly
possitively correlated.

@i If r(X,Y)=-1thevariablesX andY are said to be perfectly
negatively correlated.

@) 1f r(X ,Y) =0 the variables X and Y are said to be
uncorrel ated.

Example 6
Calculate the correlation co-efficient for the following
heights (in inches) of fathers(X) and their sons(Y).
X : 65 66 67 67 68 69 70 72
Y : 67 68 65 68 72 72 69 71
Solution :

X|

544 _
3 =68
55
8

1))

392 - 69

<]

SX
n
Y
n

159



X Y x=X-X y=Y-Y x2 Xy
65 67 -3 -2 9 4 6
66 68 -2 -1 4 1 2
67 65 -1 -4 1 16 4
67 68 -1 -1 1 1 1
68 72 0 3 0 9 0
69 72 1 3 1 9 3
70 69 2 0 4 0 0
72 71 4 2 16 4 8
544 552 0 0 36 44 24
Karl Pearson Correlation Co-€fficient,
= .603

(0, y) = o = =22
RN =l RN N
Since r(X, y) = .603, the variables X and Y are positively

correlated. i.e. heightsof fathersand their respective sonsare said
to be positively correlated.

Example 7
Calculatethecorrelation co-efficient from thedata beow:

X: 1 2 3 4 5 6 7 8 9
Yy : 9 8 10 12 11 13 14 16 15

Solution :

X Y X2 Y?2 XY
1 9 1 81 9
2 8 4 64 16
3 10 9 100 30
4 12 16 144 48
5 n 25 121 55
6 13 36 169 78
7 14 49 196 98
8 16 64 256 128
9 15 81 225 135

45 108 285 1356 597

160



NSXY - SX Sy
JNSXZ - (SX)?4/NSY2- (SY)?
) 9(597) - (45) (108) .
~ ,/9(285)- (45)%/9(1356) - (108)°
\  XandY are highly postively correlated.

r(X,Y) =

Example 8

Calculate the correlation co-efficient for the ages of
husbands (X) and their wives (Y)

X:23 27 28 29 30 31 33 35 36 39
Y:18 22 23 24 25 26 28 29 30 32
Solution :

LetA=30and B=26then dx=X- A dy=Y-B

X Y d, d d2  d3, dgd
23 18 -7 -8 49 64 56
27 2 -3 -4 9 16 12
28 23 -2 -3 4 9 6
29 24 -1 -2 1 4 2
30 25 o -1 0 1 0
31 26 1 0 1 0 0
33 28 3 2 9 4 6
3B 29 5 3 25 9 15
36 30 6 4 36 16 24
39 3 9 6 81 36 54

11 -3 215 159 175

NSdxdy - Sdx Sdy
r¥) = [Nsd?- (Sdx)?,[NSd? - (Sdy)?
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10(175) - (11)(-3)
\J10(215) - (11)24/10(159) - (- 3)?

_ 1783
~1790.8

\ X andY are highly positively correlated. i.e. the ages of
husbands and their wives have a high degree of correlation.

=0.99

Example 9

Calculatethe correlation co-efficient from thefollowing
data

N = 25, SX =125, SY =100
SX? =650 SY?2=436, SXY =520
Solution :
We know,
NSXY - OXOY

r =
JNSX2- (SX)24/NSY2 - (SY)?
_ 25(520) - (125) (100)
\/25(650) - (125)% 4/25(436) - (100)°
r=-0.667

10.2.5 Regression

Sir Francis Galton (1822 - 1911), a British biometrician,
defined r egr essionin the context of heriditary characteristics. The
literal meaning of theword “regresson” is” Stepping back towar ds
the average’.

Regression is a mathematical measure of the average
relationship between two or more variables in terms of the origina
units of the data.

There are two types of variables considered in regression
analysis, namely dependent variable and independent variable(s).
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10.2.6 Dependent Variable

The variable whose value is to be predicted for a given
independent variable(s) is called dependent variable, denoted by
Y. For example, if advertising (X) and sales (Y) are correlated, we
could estimate the expected sales (Y) for given advertising
expenditure (X). Sointhiscase Y is adependent variable.

10.2.7 Independent Variable

The variable which is used for prediction is called an
independent variable. For example, it is possible to estimate the
required amount of expenditure (X) for attaining a given amount of
saes (Y), when X and Y are correlated. So inthiscase Y is
independent variable. There can be more than one independent
variable in regression.

The line of regression isthe line which givesthe best estimate
to the value of one variable for any specific value of the other
variable.

Thus the line of Regression is the line of best fit and is
obtained by theprinciple of least squar es (Refer pages 61 & 62
of Chapter 7). The equation correspondsto the line of regressionis
also referred to as regression equation.

10.2.8 Two Regression Lines
For the pair of values of (X, Y), where X is an independent
variable and Y is the dependent variable the line of regression of Y
on X is given by
Y-Y= b, (X - X)
where by, istheregression co-efficient of Y on X andgiven

by b, =r 3y wherer isthe correlation co-efficient between X
SX
andY and s, and s are the standard deviations of X and Y

respectively.
\ b :ix—xg wherex=X - X and y=Y-Y

yX
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Similarly when Y istreated as anindependent variable and
X as dependent variable, thelineof regressonof X on Y isgivenby

(X-X)=b,(Y-Y)

where b ==r2x =S¥  herex=X- X ' y=Y-Y
Xy S W

2
y

Note

The two regression equations are not reversible or
interchangesable because of the ssimple reason that the basis and
assumption for deriving these equations are quite different.

Example 10

Calculate the regression equation of X on Y from the
following data.

X 10 12 13 12 16 15
Y : 40 38 43 45 37 43
Solution :

X Y x=X-X y=Y-Y x2 {2 Xy

10 40 -3 -1 9 1 3
12 38 -1 -3 1 9 3
13 43 0 2 0 4 0
12 45 -1 4 1 16 -4
16 37 3 -4 9 16 -12
15 43 2 2 4 4 4
78 246 0 0 24 50 6

v SX _ 78 _ o SY _ 246 _

- n T 6 13 - n ~ 6 41
Sy _-6
bxy %/2 50 - - 012

\ Regression equation of X onY is (X - X) =b (Y - Y)
X-13=-0212(Y-41)Pb X =17.92- 0.12Y
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Example 11

Marks obtained by 10 students in Economics and
Statistics are given below.

Marksin Economics : 25 28 35 32 31 36 29 38 34 32
Marksin Statistics : 43 46 49 41 36 32 31 30 33 39

Find (i) theregression equation of Y on X

(ii) estimate the marks in statistics when the marks
in Economicsis 30.
Solution :
Let the marks in Economics be denoted by X and statistics
by Y.

X Y x=X-X y=¥Y-y x> Yy Xy

25 43 -7 5 49 25 -35
28 46 -4 8 16 64 32
35 49 3 11 9 121 33
32 41 0 3 0 9 0
31 36 -1 -2 1 4 2
36 32 4 -6 16 36 -24
29 31 -3 -7 9 49 21
38 30 6 -8 36 64 -48
34 33 2 -5 4 25 -10
32 39 0 1 0 1 0
320 380 0 0 140 398 -93

- _ SX _320 _ - _ SY _380 _

X_T_T_SZ Y—T—ﬁ—?ﬁ

_Sxy_-93 _
b, = 52 = Ta0 = 0664

() Regresson equationof Y on X is
Y-Y :be(X-Y)

Y - 38 =-0.664 (X - 32)

p Y =59.25- 0.664X
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(i) Toedimatethe marksin gtatistics (Y) for agiven marksin the
Economics (X), put X = 30, in the above equation we get,

Y =59.25- 0.664(30)
=59.25- 19.92 =39.33 or 39
Example 12

Obtain the two regression equations for the following
data.

X : 4 5 6 8 11
Y 12 10 8 7 5
Solution :

The above values are small in magnitude. So the following
formula may be used to compute the regression co-efficient.

_ NSXY -OXOY
T NSY?- (SY)?
_ NSXY -OXOY
¥ NSX?- (SX)?
X X2 Y2 XY
4 12 16 144 48
5 10 25 100 50
6 8 36 64 48
8 7 64 49 56
11 5 121 25 55
34 42 262 382  -257
Y -SX_34 _ v _SY _42
X=32=2=68 === =84
. = 5(257) - (34)(422) ~ 008
5(382) - (42)
_ 5(257)-(39(42) _ g3

™ 5(262) - (34)°
Regression Equationof X onY is
X-X)=b,(Y-Y)
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D

2

3

4)

6)

p X - 6.8=-0.98(Y - 84)
X =15.03- 0.98Y
Regresson equation of Y on X is
Y- Y =hb,(X-X)
Y-84=-093(X - 6.8)
p Y =14.72- 0.93X

EXERCISE 10.2
Calculate the correlation co-efficient from the following data.

X 12 9 8 10 1 13 7
Y 14 8 6 9 n 12 3
Find the co-efficient of correlation for the data given below.
X 10 12 18 24 23 27

Y : 13 18 12 25 30 10

From the data given below, find the correlation co-efficient.
X 46 54 56 56 58 60 62
Y 36 40 44 54 42 58 54

For the data on price (in rupees) and demand (in tonnes) for a
commodity, calculate the co-efficient of correlation.

Price(X) : 22 24 26 28 30 32 34 36 38 40
Demand(Y): 60 58 58 50 48 48 48 42 36 32

From the following data, compute the correlation co-efficient.
N=11, SX =117, SY =260, SX?=1313
SY?2=6580, SXY =2827

Obtain the two regression lines from the following

X 6 2 10 4 8

Y 9 n 5 8 7

With the help of the regression equation for the data given
below calculate the value of X when'Y = 20.
X 10 12 13 17 18
Y 5 6 7 9 13
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8) Price indices of cotton (X) and wool (Y) are given below for
the 12 months of a year. Obtain the equations of lines of
regression between the indices.

X : 78 77 8 83 87 8 81 77 76 83 97 93

Y : 84 8 8 8 8 90 83 92 83 89 98 99
9 Find the two regression equations for the data given below.

X 40 33 35 42 30

Y 30 35 40 36 29

10.3 TIME SERIES ANALYSIS

Statistical data which relate to successive intervals or points
of time, are referred to as “time series’.

The following are few examples of time series.

() Quarterly production, Half-yearly production, and
yearly production for particular commodity.

(i)  Amount of rainfall over 10 years period.

(i)  Price of acommodity at different points of time.

There is a strong notion that the term “ time series’ usualy
refer only to Economical data. But it equally appliesto dataarising
in other natural and social sciences. Here the time sequence plays
a vital role and it requires specia techniques for its andysis. In
analysis of time series, we analyse the past in order to understand
the future better.

10.3.1 Usesof analysisof Time Series

(i) It helpsto study the past conditions, assess the present
achievements and to plan for the future.
(i) It givesreliable forcadts.
(i) 1t provides the facility for comparison.
Thus wherever time related data is given in Economics,
Business, Research and Planning, the analysis of time series provides
the opportunity to study them in proper perspective.
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10.3.2 Components of Time Series

A graphical representation of a Time Series data, generally
showsthe changes (variations) over time. These changes are known
as principa components of Time Series. They are

(i) Secular trend (i) Seasond variation

(i) Cyclica variation (iv) Irregular variation.

Secular trend (or Trend)

It means the smooth, regular, long-term movement of a series
if observed long enough. It is an upward or downward trend. It
may increase or decrease over period of time. For example, time
series relating to population, price, production, literacy,etc. may
show increasing trend and time series relating to birth rate, desath
rate, poverty may show decreasing trend.

Seasonal Variation

It isashort-term variation. It means a periodic movement in
atime serieswherethe periodisnot longer than oneyear. A periodic
movement in atime seriesis one which recurs or repeats at regular
intervalsof timeor periods. Following arethe examples of seasonal
variation.

(i) passenger traffic during 24 hours of a day
(i) salesinadepartmental stores during the seven days of aweek.

The factors which cause this type of variation are due to
climatic changes of the different season, customs and habits of the
people. For example more amount of ice creams will be sold in
summer and more number of umbrellas will be sold during rainy
Seasons.

Cyclical Variation

It is also a short-term variation. It means the oscillatory
movement in atime series, the period of oscillation being more than
ayear. One complete period iscalled acycle. Businesscycleisthe
suitable example for cyclical variation. There are many time series
relating to Economics and Business, which have certain wave-like
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movements called business cycle. Thefour phasesin businesscycle,
(i) prosperity (ii) recession (iii) depression (iv) recovery, recur
one after another regularly.

(i) prosperity (i) prosperity

% &
\> s
) S

Normal \
Irregular Variation
This type of variation does not follow any regularity. These
variations are either totally unaccountable or caused by unforeseen

events such as wars, floods, fire, strikes etc. Irregular variation is
aso caled asErratic Variation.

10.3.3 Models

Inagiventime series, some or al thefour components, namely
secular trend, seasonal variation, cyclical variation and irregular
variation may be present. It isimportant to separate the different
components of times series because either our interest may beon a
particular component or we may want to study the series after
eliminating the effect of a particular component. Though there exist
many models, here we consider only two models.

Multiplicative Model

According to this model, it is assumed that there is a

multiplicative relationship among the four components. i.e,
Y, = T, x§xC,xl,

Where y, is the value of the variable at time t, or observed
data at timet, T, isthe Secular trend or trend, § is the Seasonal
variation, C, isthe Cyclical variation and | isthe Irregular variation
or Erratic variation.

(iii) depression
(Fig.10.7)
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Additive Model

According to this model, it is assumed that y, be the sum of
the four components.

yt:Tt+St+Ct+ It’

10.3.4 Measurement of secular trend

The following are the four methods to estimate the secular
trend

(i)  Graphic method or free - hand method

(i) Method of Semi - Averages

(i)  Method of Moving Averages

(iv) Method of least squares.

(i) Graphic Method / Free - hand Method

Thisis the smplest method of studying the trend procedure.
Let us take time on the x - axis, and observed data on the y-axis.
Mark a point on a graph sheet, corresponding to each pair of time
and observed value. After marking all such possible points, draw a
graight line which will best fit to the data according to persona
judgement.

It isto be noted that the line should be so drawn that it passes
between the plotted points in such a manner that the fluctuations in
one direction are approximately equal to those in other directions.

When atrend lineisfitted by the free hand method an attention
should be paid to conform the following conditions.

(i)  The number of points above the line is equa to the
number of points below the line, asfar as possible.

(i)  Thesum of the vertical deviations from the trend of the
annua observation above the trend should equal the
sum of the vertica deviations from the trend of the
observations below the trend.

(i)  The sum of the squares of the vertical deviations of the
observations from the trend should be as small as
possible.
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Example 13
Fit a trend line to the following data by the free hand

mehtod.
year 1978 1979 1980 1981 1982
production of steel| 20 22 24 21 23
year 1983 1984 1985 1986
production of steel| 25 23 26 25
Solution :
Trend by the freehand method
27
é 25 /,-')’\\‘
S g /\
§E*° 4
g e -
32 2
o
o
19 |
1378 1979 1980 1981 1982 1983 1984 1985 1986
Year
(Fig. 10.8)
Note

(i)

(if)

Thetrend line drawn by the free hand method can be extended
to predict futurevalues. However, since the free hand curve
fitting is too subjective, this method should not be generally
used for predictions

In the above diagram fal se base line(zig-zag) has been used.
Generaly we use false base line following objectives.

(a) Variations in the data are clearly shown
(b) A large part of the graph is not wasted or spaceis saved.
(c) The graph provides a better visual communications.
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(i)  Method of Semi Averages

This method involves very smple caculations and it is easy
to adopt. When this method is used the given datais divided into
two equa parts. For example, if we are given data from 1980 to
1999, i.e., over aperiod of 20 years, the two equal points will be
first 10 years, i.e. from 1980 to 1989, and from 1990 to 1999. In
case of odd number of yearslike 7, 11, 13 etc., two equal partscan
be made by omitting the middie year. For example, if the data are
given for 7 years from 1980 to 1986, the two equal parts would be
from 1980 to 1982 and from 1984 to 1986. The middle year 1983
will be omitted.

After dividing the datain two parts, find the arithmetic mean
of each part. Thus we get semi averages from which we calculate
the annual increase or decrease in the trend.

Example 14

Find trend values to the following data by the method

of semi-aver ages.
Year 1980 1981 1982 1983 1984 1985 1986
Sales 102 105 114 110 108 116 112

Solution :
No. of years = 7 (odd no.) By omitting the middle year
(1983) we have

Year Sales Semi total | Semi-average
1980 102

1981 105 321 107
1982 114

1983 110

1984 108

1985 116 336 112
1986 112

Difference between middle periods = 1985- 1981 =4
Difference between semi averages =112-107=5
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Annua increase in trend

Year

Example 15

The salesin tonnes of a commodity varied from 1994

1980

1981 1982

to 2001 as given below:

1983

_3_
=4=125

1984 1985 1986
Trend 105.75 107 108.25 109.50 110.75 112 113.25

Year 1994 1995 1996 1997
Sales 270 240 230 230
Year 1998 1999 2000 2001
Sales 220 200 210 200

Find the trend values by the method of semi-average.
Estimate the salesin 2005.

Solution :

Year Sdes Semi total Semi average
1994 270

1995 240

1996 230--® 970 --® 2425

1997 230

1998 220

1999 200

2000 210—-® 830 --® 207.5

2001 200

Difference between middle periods = 1999.5 - 1995.5 = 4
Decreasein semi averages =242.5-207.5=35

Annual decreasein trend = :1—5 = 8.75
Haf yearly decreasein trend = 4.375
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Year 1994 1995 1996 1997
Sales trend 255.625 246.875 238.125 229.375

Year 1998 1999 2000 2001
Sdes trend 220.625 211.875 203.125 194.375

Trend value for the year 2005 = 194.375- (8.75x4) = 159.375

(i) Method of Moving Averages

This method is simple and flexible algebraic method of
measuring trend. The method of Moving Averageisasimpledevice
for diminating fluctuations and obtaining trend vaues with a fair
degree of accuracy. The technique of Moving Average is based on
the arithmetic mean but with adistinction. In arithmetic mean we
sum al the items and divide the sum by number of items, whereasin
Moving Average method there are various averages in one series
depending upon the number of years taken in a Moving Average.
While applying this method, it is necessary to define a period for
Moving Average such as 3 yearly moving average (odd number of
years), 4-yearly moving average (even number of years) etc.
Moving Average - Odd number of years (say 3 years)

Tofind out the trend val ues by the method of 3-yearly moving
averages, the following steps are taken into consideration.
1) Addupthevauesof thefirst three years and place the yearly

sum against the median year i.e. the 2nd year.

2) Leave the first year item and add up the values of the next
three years. i.e. from the 2nd year to 4 th year and place the
sum (known as moving total) against the 3rd year.

3) Leavethefirst two itemsand add the values of the next three
years. i.e. from 3rd year to the 5th year and place the sum
(moving total) against the 4th year.

4)  Thisprocess must be continued till the value of thelast itemis
taken for calculating the moving average.

5)  Each 3-yearly moving total must be divided by 3 to get
themoving averages. Thisisour required trend values.
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Note
The above 5 steps can be applied to get 5-years, 7-years, 9-
years etc., Moving Averages.

Moving Average - Even number of years (say 4 years)
1) Add up the values of the first four years and place the sum
against the middle of 2nd and 3rd years.

2) Leavethefirst year value and add from the 2nd year onwards
to the 5th year and write the sum (moving total) against the
middle of the 3rd and the 4th items.

3) Leavethefirst two year values and add the values of the next
four yearsi.e. from the 3rd year to the 6th year. Place the
sum (moving total) against the middle of the 4th and the 5th
items.

4)  Thisprocess must be continued till the value of thelast itemis
taken into account.

5  Add the first two 4-years moving total and write the sum
againsgt 3rd year.

6) Leave the first 4-year moving total and add the next two 4-
year moving total. This sum must be placed against 4th year.

7)  Thisprocess must be continued till al the four-yearly moving
totals are summed up and centred.

8) Divide the 4-years moving tota centred by 8 and write the
quotient in anew column. Theseare our required trend values.
Note
The above steps can be applied to get 6-years, 8-years,
10-years etc., Moving Averages.
Example 16

Calculate the 3-yearly Moving Averages of the
production figures (in mat. tonnes) given below
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Year 1973 1974 1975 1976 1977 1978 1979 1980
Productionf 15 21 30 36 42 46 50 56

Year 1981 1982 1983 1984 1985 1986 1987
Productionf 63 70 74 82 90 05 102

Solution :
Calculation of 3-yearly Moving Averages

Year Productiion 3-yearly 3-yearly
y Moving totall Moving average
1973 15 --- ---
1974 21 66 22.00
1975 30 87 29.00
1976 36 108 36.00
1977 42 124 41.33
1978 46 138 46.00
1979 50 152 50.67
1980 56 169 56.33
1981 63 189 63.00
1982 70 207 69.00
1983 74 226 75.33
1984 82 246 82.00
1985 90 267 89.00
1986 95 287 95.67
1987 102 --- ---
Example 17

Estimatethetrend valuesusing the data given below by
taking 4-yearly Moving Average.

Year |1974 1975 1976 1977 1978 1979 1980
Value | 12 25 39 54 70 37 105

Year [1981 1982 1983 1984 1985 1986 1987
Value | 100 82 65 49 34 20 7
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Solution :

Year vaue | 4 year 4 year Two 4-year

moving | moving tota moving total

tota centered (Trend values)
1974 12
1975 25 ® 130
1976 39 ® 188 318 39.75
1977 54 & 200 388 48.50
1978 0 & 266 466 58.25
1979 37 ® 312 578 72.25
1980 105 & 301 636 79.50
1981 100 & 350 676 84.50
1982 82 ® 206 648 81.00
1983 65 & 230 526 65.75
1984 49 o 168 398 49.75
1985 34 ® 110 278 34.75
1986 20
1987 7

(iv) Method of Least Squares

The method of least squares is most widely used in practice.
The method of least squares may be used to fit astraight line trend.

The straight line trend is generally expressed by an equation

Y, = a+ bx
Where y, is used to represent the trend values, ‘a is the
intercept, ‘b’ represents sope of the line which is aso known as

theratio of growth during aunit of time. Thevariable x represents
the time periods.
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In order to determine the values of the unknown constants

‘a’ and ‘b’ the following equations, known as normal equations,
are used.

Sy =na + bSx
Sxy = aSx + bSx?,

where n represents number of observations (years, months

or any other period) for which the data are given.

For derivation of normal equations, refer pages 61 & 62 of

Chapter 7. To solve the above normal equations and get trend
values the following are the computational steps.

Case (i) When the number of yearsis odd

1)

2)

3)
4)

5)

Denote the years as the X variable and its corresponding
vaduesas Y.

Assume the middle year as the period of origin and take
deviations accordingly. ThusSX = 0.

Find SX? SY? and SXY.

Substitute SX, SX?, SY and SXY in the above normal
equation and the solveiit.

_SY ,. _ SXY
Hence a= o b_—SXZ

Put the values of ‘a’ and ‘b’ in the equation and solving for
each value of X, we get the trend values.

Case (ii)) When the number of yearsiseven

In this case, assume the variable X as

_X- AM.of two Middle years
5
and al other steps are similar to case (i)
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Note
If the time lag between consecutive years is not one assume
thevariable X as
x- A.M.of two Middle years
d

Difference between tw 0 consecutiv e years
2

X =

where d =

Example 18

Below are the given the figures of production (in
thousand tonnes) of a sugar factory.

Year 1980 1981 1982 1983 1984 1985 1986
Production | 80 90 92 83 94 99 92

Fit a straight line trend to these figures by the method
of least squares and estimate the production in the year of
1990.

Solution :
Given the numbers of yearsn =7 (odd)

Y ear Production
(’ 000 tonnes)

X y=Y X =x-1983 X? XY
1980 80 -3 9 -240
1981 90 -2 4 -180
1982 92 -1 1 -92
1983 83 0 0 0
1984 94 1 1 94
1985 99 2 4 198
1986 92 3 9 276

630 0 28 56




The equation of the straight linetrend is Y, = a + bX

Substituting the values of SX, SX?, SXY and n in norma
equation, we get

630=7a+b(0) b a=90
56=a(0) +b(28) b b=2

Hence the equation of the straight line trend is

Y, =90+ 2X
Trend values
For X =-3, Y, = 90+2(-3) =84
For X =-2, .= 90+ 2(-2) =86
For X =-2, .= 90+2(-1) =88
For X =0, .= 90+2(0) =90
For X =1, .= 90+2(1) =92
For X =2, = 90+2(2) =94
For X =3, .= 90+2(3) =96

To estimate the production in 1990, substitute X = 7 in the
trend equation.

\ Y,... =90+ 2(7) = 104 x 1000 tonnes

1990

Example 19

Fit a straight linetrend by the method of least squares
to the following data. Also predict the earnings for the year
1988.

Year 1979 1980 1981 1982 1983 1984 1985 1986
Earnings| 38 40 65 72 69 60 87 95

Solution ;

Number of years n=8 (even)
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year Earnings

(in lakhs)

X y=y x=X1F2 e xy
1979 38 7 49  -266
1980 40 5 25  -200
1981 65 3 9  -195
1982 72 1 1 72
1983 69 1 1 69
1984 60 3 9 180
1985 87 5 25 435
1986 95 7 49 665

526 0 168 616

The equation of the straight linetrend is Y, = a + bX

Substituting the values of SX, SX?, SXY, n in Normal
equation, we get,

526 =8a+b(0)  --e-----ee- (1)
616 = a(0) + b(168)  ----------- (2)

Solving (1) and (2) we geta = 65.75 and b = 3.667
Hence the equation of the straight linetrend is
Y, =65.75 + 3.667X

Year 1979 1980 1981 1982
Trend values 40.08 47.415 54.749 62.083
Year 1983 1984 1985 1986

Trend values 69.417 76.751 84.085 91.419

To estimate the earnings in 1988, subgtitute X = 11 in the
trend equation and we get,

Y, =65.75 + 3.667(11) = 106.087
The estimate earningsfor the year 1988 are Rs.106.087 lakhs.
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M easur ement of seasonal variation

Seasonal variation can be measured by the method of simple
average.

Method of simple average

the Index.

This method is the smple method of obtaining a seasonal
Index. In this method the following steps are essential to calculate

@)

Arrange the data by years, month or quarters as the
case may be.

(i)  Compute the totals of each month or each quarter.

(i) Divide each tota by the number of years for which the
data are given. This gives seasonad averages (monthly
or quarterly)

(iv) Compute average of seasona averages. Thisiscalled
grand average.

(v) Seasonal Index for every season (monthly or quarterly)
is caculated asfollows

_ Seasonal Average
Seasonal Index (S.I) = Grand Average x 100
Note
()  If thedataisgiven monthwise,
_ Monthly Average
Seasonal Index = —5=g Average 100
(i)  If quarterly datais given,
_ Quarterly Average
Seasonal Index = Grand Average  * 100
Example 20

From the data given below calculate Seasonal I ndices.
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year

Quarter 1984 1985 1986 1987 1988
I 40 42 41 45 44
I 35 37 35 36 38
1 38 39 38 36 38

AV 40 38 40 41 42
Solution :
Quarters
year I [ [l Vv
1984 40 35 38 40
1985 42 37 39 38
1986 41 35 38 40
1987 45 36 36 41
1988 44 38 38 42
Total 212 181 189 201
Average 424 36.2 37.8 40.2
Grand Average = 424+ 36.2237.8+40.2 - 3915
_ Quarterly Average
Seasonal Index (S. 1) = Grand Average X 100
_ 424 -
Hence, Sl forl Quarter = 39.15 X 100 = 108.30
_ 36.2 _
S| for Il Quarter = 39 15 * 100=92.54
_ 378 -
S for Il Quarter = 39.15 X 100 = 96.55
_ 40.2 _
S.I for IV Quarter = 39 15 X 100= 102.68

Note
Measurement of cyclical variation, and measurement of
irregular variation is beyond the scope of this book.
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2)

3

6)

EXERCISE 10.3

Draw atrend line by graphic method (free hand)

year 1995 1996 1997 1998 1999 2000 2001
Production 20 22 25 26 25 27 30

Draw atrend line by graphic method
year 1997 1998 1999 2000 2001
Production 20 24 25 38 60

Obtain the trend values by the method of Semi-Average
year 1987 1988 1989 1990 1991 1992 1993

Production 90 110 130 150 100 150 200
(in tonnes)

year 1993 1994 1995 1996 1997 1998 1999 2000
Netprofit 38 39 41 43 40 39 35 25
(Relakhs)

Using three year moving averages determine the trend values
for the following data.

year 1983 1984 1985 1986 1987 1988 1989

Production 21 2 23 25 24 22 25
(in tonnes)

year 1990 1991 1992
Production 26 27 26
(in tonnes)

Below are given figures of production (in thousand tonnes) of
a sugar factory. Obtain the trend values be 3-year moving
average.

year 1980 1981 1982 1983 1984 1985 1986
Production 80 0 92 83 A 9 92
Using four yearly moving averages calculate the trend val ues.

year 1981 1982 1983 1984 1985 1986 1987
Production 464 515 518 467 502 540 557
year 1988 1989 1990

Production 571 586 612
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8)

9

10)

11)

12)

Calculate the trend values by four year moving averages
method.

Y ear 1978 1979 1980 1981 1982 1983 1984
Production 614 615 652 678 681 655 717
Y ear 1985 1986 1987 1988

Production 719 708 779 757

Given below are the figures of production of a sugar factory.

year 1989 1990 1991 1992 1993 1994 1995
Production 77 83 A 85 91 98 0
(in tonnes)

Fit a straight line trend to these figures by the method of |east
sguares and estimate trend values. Also estimate the production
for the year 2000.

Fit the straight line trend, find the trend values and estimate
the net profit in 2002.

Y ear 1992 1993 1994 1995 199 1997 1998
Net profit 65 68 59 55 50 52 %
year 1999 2000

Net profit 50 42

The following data relate to the profit earned by public limited
company from 1984 to 1989.

Year 1984 1985 1986 1987 1988 1989
Profit 10 12 15 16 18 19
(Rsin 000)

Fit a straight line trend by the method of least squares to the
data and tabulate the trend values.

Fit a straight line trend and estimate the trend values.
Y ear 1992 1993 1994 1995 1996 1997 1998 1999
Netprofit 47 53 50 46 41 39 40 36
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13)

year || quarter | Il quarter | Il quarter [IV quarter
1985 68 62 61 63
1986 65 58 66 61
1987 68 63 63 67
14) Calculate the seasonal indices for the following data by the
method of simple Average.
Quarters
year I I [l v
1994 78 66 84 80
1995 76 74 82 78
1996 72 68 80 70
1997 74 70 84 74
1998 76 74 86 82
15) Calculate the seasonal Indices for the following data using
average method.
Quarters
year I I [l v
1982 72 68 80 70
1983 76 70 82 74
1984 74 66 &4 80
1985 76 74 &4 78
1986 78 74 86 82

Calculate the seasonal indices by the method of ssmple average

for the following data

10.4 INDEX NUMBERS

“Anlndex Number isasngle ratio (usudly in percentages)
which measures the (combined average) change of several variables
between two different times, placesand Situations’ - Alva. M. Tuttle.

Index numbers are the devices for measuring differences in
the magnitude of a group of related variables, over two different
situations or defined as a measure of the average change in agroup
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of related variables over two different Situations. For example, the
price of commodities at two different places or two different time
periods at the same location. We need Index Numbersto compare
the cost of living at different times or in different locations.

10.4.1 Classification of Index Numbers

Index Numbers may be classified in terms of what they
measure. They are

(i) Price Index Numbers

(i1) Quantity Index Numbers

(iii) Vaue Index Numbers

(iv) Special purpose Index Numbers
We shal discuss (i) and (ii).

10.4.2 Usesof Index Numbers
()  Index numbers are used to evolve business policies.
(i)  Index numbers determine the inflation or deflation in economy.

(i)  Index numbers are used to compare intelligence of students
in different locations or for different year.

(iv) Index numbers serve aseconomic barometers.

10.4.3 Method of construction of Index Numbers
Index Numbers are broadly divided into two groups
(i) Unweighted Index
(i) Weighted Index
We confine our attention to weighted index numbedrs.

10.4.4 Weighted Index Numbers
The method of construction of weighted indices are
(c) Weighted aggregative method
(d) Weighted averages of relatives method
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Weighted Aggregative Index Numbers

Let p, and p, be the prices of the current year and the base
year respctively. Let ¢, and g, bethe quantities of the current year
and the base year respectively. The formulae for assigning weights
totheitemsare:

(i) Laspeyre'sPrice Index

SP

SPoCo
assigned to theitemsand P isthe price index.

P, = x 100 where w = p g, is the weight

(i) Paasche'spriceindex

Sp.a,
SP, Gy

Here the weights assigned to the items are the current year
quantitiesi.e. W = p,q,

P = x 100

(ili) Fisher’sprice Index
Sp9 |, SPG%
F — L P _ 0 1
Py, = VP XP, = SpyCL, X Sp.C, x 100
Note
Fisher’s price index is the geometric mean of Laspeyre' s and
Paasche' s price index numbers.
Example 21

Compute (i) Laspeyre's (ii) Paasche'sand (iii) Fisher’s
Index Numbersfor the 2000 from the following :

Commodity Price Quantity
1990 2000 1990 2000
A 2 4 8 6
B 5 6 10 5
C 4 5 14 10
D 2 2 19 13
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Solution :

Commodity Price Quantity

Base Current Base Current
yeéar year @year year

pb P, O QPG PG, PG, PG,

A 2 4 8 5] 16 32 12 24
B 5 6 10 5 50 60 25 30
C 4 5 14 10 56 70 40 50
D 2 2 19 13 38 38 26 26
160 200 103 130
. Spq
i) L resindex: P~ = —2 x 100
(i) aspey %~ Spg,
- 200 -
= 160 x 100 =125
. Sp.q,
iy Paasche'sindex: P° = —— x100
) o = Spyg,
- 130 -
=103 x100=126.21
(i) Fishersindex: P, =P, xP}
=125.6

Example 22

From the following data, calculate price index number
by (a) Laspeyre'smethod (b) Paasche smethod (iii) Fisher’s

method.
Commodity Base year Current year
Price Quantity | Price  Quantity
A 2 40 6 50
B 4 50 8 40
C 6 20 9 30
D 8 10 6 20
E 10 10 5 20
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Solution :

Commodity Baseyear Current year
Price Qty Price Qty
Po 4y Py a4 Pl PiY P9 P4,

A 2 40 6 50 80 240 100 300
B 4 50 8 40 200 400 160 320
C 6 20 9 30 120 180 180 270
D 8 10 6 20 80 60 160 120
E 10 10 5 20 100 50 200 100
580 930 8001110
S
() Laspeyre'sPricelndex: P = P x 100
SPy%
- 930 =
= €80 x 100 = 160.34
y . Sp.G,
i) Paasche'sPricelndex : P’ = x 100
) "~ Sp,a,
_ 1100 _
= 800 x 100 = 137.50

JPL xR, =14848

10.4.5 Test of adequacy for Index Number

Index Numbers are constructed to study the relative changes
in prices, quantities, etc. of one time in comparison with another.
Several formulae have been suggested for constructing index
numbers and one should select the most appropriate onein agiven
situation. Following are the tests suggested for choosing an
appropriate index.

1) Timereversal test
2) Factor reversal test

(i) Fisher'sindex: P
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Timereversal test

It is a test to determine whether a given method will work
both ways in time, forward and backward. When the data for any
two years are treated by the same method, but with the bases
reversed, the two index numbers secured should be reciprocals of
each other so that their product is unity. Symbolically the following
relation should be satisfied.

\' PyxP,=1

(ignoring the factor 100 in each index) where P, is the index for
current period 1 on base period 0 and P, istheindex for the current
period O on base period 1.

Factor reversal test

This test holds that the product of a price index and the
guantity index should be equa to the corresponding value index.
Thetest isthat the changein price multiplied by the change in quantity
should be equal to the total changein value.

_Opa,

\' Py xQy= OPa (ignoring the factor 100 in each index)

P,, gdives the relative change in price and Q,, gives the
relative change in quantity. Thetotal value of a given commodity
in a given year is the product of the quantity and the price per
unit.

SPG
SPe%

the total value in the base period and this ratio is called the true
valueratio.

isthe ratio of the total value in the current period to

Fisher'sindex is known as Ided Index Number sinceit isthe
only index number that satisfies both reversal tests.
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Example 23

Calculate Fisher’s Ideal Index from the following data
and verify that it satisfies both Time Reversal and Factor

Rever sal test

Commodity Price Quantity
1985 1986 1985 1986
A 8 20 50 60
B 2 6 15 10
C 1 2 20 25
D 2 5 10 8
E 1 5 40 30
Solution :
Commodity 1985 1986
Po Ao Pr 4 POy PGy P4 PG
A 8 50 20 60 1000 400 1200 480
B 2 15 6 10 9 30 60 20
C 1 20 2 25 40 20 50 25
D 2 10 5 8 50 20 40 16
E 1 40 5 30 200 40 150 30
1380 510 1500 571

Fisher's|ded Index = /st'o—loﬂ x 100
SPy%s . SPoCL,

_ [1380_1500

= V510 X571 X1

= 2.6661 x 100 = 266.61

Timereversal test

Tedt is satisfied when P, x P, =1

19

3



p = |SPG , SMG _ [1380,1500
* VSpG, Spg, V510 571

_ [SPof, SR _ (571 510
10 Spg,  Spg 1500 1380

_ [1380_1500. 571 _ 510
P xP. =
010X 10 = 4510 * 571 X 1500 1380

= 1 =1
Hence Fisher's Ideal Index satisfies Time reversal test.

Factor reversal test

Test is satisfied when P, x Q,, = Ssg—lg“
0™10

o :\/Sonpoxsﬂupl _ [571,1500
01 Sq,p, Sq,p, 510 1380
_ [1380.1500 . 5711500
Vo P X Qo= 5107571 X510 1380

_ 1500 _ SPG
510  SpyY,
Hence Fisher’'s Ideal Index satisfies Factor reversal test.

Example 24

Computelndex Number using Fisher’ sformulaand show
that it satisfiestime reversal test and factor reversal test.

Commodity Base year Current year
Price Quantity| Price Quantity

A 10 12 12 15

B 7 15 5 20

C 5 24 9 20

D 16 5 14 5
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Solution :

Commodity  Base Current
year year

Po 4y P, 4 P P9 P49 P9

A 10 12 12 15 144 120 180 150

B 15 5 20 75 105 100 140

C 24 9 20 216 120 180 100

D 16 5 14 5 70 80 70 80

505 425 530 470

SplqO X Splql X 100

SPedo  SPoY,

_ [505, 530 , 100 =
= 425X470 x 100 = 115.75

Timereversal test
Test is satified when B xP, =1

p = |SP%,SAG _ [505, 530
. SPlo SPet, V425 470

Fisher's Ideal Index =

p = [SPO,SP% _ [470, 425
10 Spa  SpG, 1530 505
_ [505_530_ 470 425
P xP. =
01X 10 = /425™ 470 * 530 505
= 1 =1

Hence Fisher's Ided Index satisfies Time Reversa Test.

Factor reversal test

Test is stisfied when P, x Q,, = SSSIZ“
o™o
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Q. = SGPy  SGP. _ [470, 425
o \Sa,p, Sq,p, 530 505
505 . 530 _ 470 . 530
P =
X Qo= 1 225 470 * 225 X505

_ 530 _ SPG

T 425 T Spyq,

Hence Fisher's Ideal Index satisfies Factor reversal test.

10.4.6 Cost of Living Index (CLI)

Cost of living index numbers are generally designed to
represent the average change over time in the prices paid by
the ultimate consumer for a specified quantity of goods and
services. Cost of living index number is also known as
Consumer price index number

It is well known that a given change in the level of prices
(retail) affects the cost of living of different classes of people in
different manners. The general index number fails to reved this.
Therefore it is essential to construct a cost of living index number
which helps us in determining the effect of rise and fal in prices on
different classes of consumers living in different areas. It isto be
noted that the demand for a higher wage is based on the cost of
living index. The wages and salaries in most countries are adjusted
in accordance with the cost of living index.

10.4.7 Methods of constructing cost of living index

Cogt of living index may be constructed by the following
methods.

(i)  Aggregate expenditure method or weighted aggregative
method

(i)  Family budget method
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Aggregate expenditure method

In this method, the quantities of commodities consumed by
the particular group in the base year are used as the weights. On
the basis of these weights, aggregate (total) expenditure in current
year and base year are calculated and the percentage of change is
worked out .

- _ Spa9,
\ Cost of Living Index (CL.I) = Spa, x 100
0™10

Thismethod isthe most popular method for constructing cost
of living index and the method is same as Laspeyre' s price index.

Family budget method

In this method, the value weights obtained by multiplying
prices by quantities consumed (i.e. p,q,) are taken as weights. To
get the cost of living index, find the sum of respective products of
price relatives and value weights and then divide this sum by the
sum of the value weights.

\ Cost of living Index = SPV \yhere

SV

P= % x 100 is the price relative and

0
V = pyq, isthe vaue weight for each item.

Thismethod is same asthe Weighted average of pricerelative
method.

10.4.8 Usesof cost of living index number

(i) The cost of living index number is mainly used in wage
negotiations and wage contracts.

(i) It is used to calculate the dearness allowance for the
employees.
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Example 25

Calculate the cost of living index by aggregate
expenditure method

Commodity Quantity Price (Rs)

2000 2000 2003

A 100 8 12.00

B 25 6 7.50

C 10 5 5.25

D 20 48 52.00

E 65 15 16.50

F 30 19 27.00

Solution :
Commodity  Quantity Price
2000 2000 2003
do Py P, P10, Po%
A 100 8 12.00 1200.00 800
B 25 6 7.50 187.50 150
C 10 5 5.25 52.50 50
D 20 48 52.00 1040.00 960
E 65 15 16.50 1072.50 975
F 30 19 27.00 810.00 570
4362.50 3505
S
C.LI = %ng x 100

_ 436250 _
= 232625 X 100 = 124.46
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Example 26

Construct the cost of living Index Number for 2003 on
the basis of 2000 from the following data using family Budget
method.

Items Price Weights
2000 2003
Food 200 280 30
Rent 100 200 20
Clothing 150 120 20
Fuel & lighting 50 100 10
Miscellaneous 100 200 20
Solution :

Calculation of CLI by family budget method

P

Items Py P, weights P:Fo x100 PV
\Y

Food 200 280 30 140 4200
Rent 100 200 20 200 4000
Clothing 150 120 20 80 1600
Fud & Lighting 50 100 10 200 2000
Misc. 100 200 20 200 4000

100 15800

SPV _ 15800 _
s " 100 8

Hence, there is 58% increase in cost of living in 1986
compared to 1980.

Cost of living index =
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EXERCISE 104
1) Compute (i) Laspeyre’'s (ii) Paasche' sand (iii) Fisher’sindex

Numbers
Commodity Price Quantity
Base Current Base Current
year year year year
A 10 50 50
B 2 100 120
C 6 60 60
D 10 12 30 25
2)  Construct the price index number from the following data by
applying
(i) Laspeyre’s  (ii) Paasche's (iii) Fisher’s method
Commodity 1999 1998
Price | Quantity | Price Quantity
A 4 6 2 8
B 6 5 5 10
C 5 10 4 14
D 2 13 2 19

3) Compute (a) Laspyre’'s (b) Paasche’s (c) Fisher’s method
of index numbers for 1990 from the following :

Commodity Price Quantity
1980 1990 1980 1990
A 2 4 8 6
B 5 6 10 5
C 4 5 14 10
D 2 2 19 13

4) From the following data calculate the price index number by
(a) Laspeyre' s method (b) paasche’ s method
(c) Fisher’s method
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5

6)

Commodity Base year Current year
Price Quantity Price Quantity
A 5 25 6 30
B 10 5 15 4
C 3 40 2 50
D 6 30 8 35

Using the following data, construct Fisher’'s Ideal index and
show that it satisfies Factor Reversal test and Time Reversal

test.
Commodity Price Quantity
Base Current Base Current

year year year year
A 6 10 50 56
B 2 2 100 120
C 6 60 60
D 10 12 30 24
E 8 12 40 36

Calculate Fisher’sldeal Index from the following dataand show
how it satisfies time reversal test and factor reversal test.

Commodity Base year Current year
(1997) (1998)
Price | Quantity | Price Quantity
A 10 10 12 8
B 8 12 8 13
C 12 12 15 8
D 20 15 25 10
E 5 8 8 8
F 2 10 4 6
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7)  Construct cost of living index for 2000 taking 1999 as the base
year from the following data using Aggregate Expenditure

method.
Commodity Quantity (kg.) Price
1999 1999 2000
A 5.75 6.00
B 1 5.00 8.00
C 6 6.00 9.00
D 4 8.00 10.00
E 2 2.00 1.80
F 1 20.00 15.00
8  Cadculatethe cost of living Index Number using Family Budget
method
Commodity | A B CcC D E F G H
Quantity in
Baseyear (unit) (20 50 50 20 40 50 60 40
Price in
Baseyear (Rs) [10 30 40 200 25 100 20 150
Pricein
currentyear (Rs) | 12 35 50 300 50 150 25 180

9  Cdculate the cost of living index number using Family Budget
method for the following data taking the base year as 1995

Commodity Weight Price (per unit)
1995 1996
A 40 16.00 20.00
B 25 40.00 60.00
C 5 0.50 0.50
D 20 512 6.25
E 10 2.00 1.50
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10) From the data given below, construct a cost of living index
number by family budget method for 1986 with 1976 as the
base year.

Commodity P Q R S T U
Quantity in 1976

Base year 50 25 10 20 30 40
Price per
unit in 1976 (Rs.) 10 5 8 7 9 6
Price per

unit in 1986 (Rs.) 6 4 3 8 10 12

10.5 STATISTICAL QUALITY CONTROL (SQC)

Every product manufactured is required for a specific
purpose. It means that if the product meets the specifications
required for its rightful use, it is of good quality and if not, then
the quality of the product is considered to be poor.

Itisawell known fact that all repetitive process no matter
how carefully arranged are not exactly identical and contain some
variability. Even in the manufacture of commodities by highly
specialised machinesit is not unusual to come across differences
between various units of production. For example, in the
manufacture of corks, bottles etc. eventhough highly efficient
machines are used some difference may be noticed in various
units. If the differences are not much, it can be ignored and the
product can be passed off as within specifications. But if it is
beyond certain limits, the article hasto be rejected and the cause
of such variation has to be investigated.

10.5.1 Causes for variation

The variation occurs due to two types of causes namely
(i) Chance causes (ii) Assignable causes
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(i) Chance causes

If the variation occurs dueto someinherent pattern of variation
and no causes can be assigned to it, it is called chance or random
variation. Chance Variationistolerable, permissibleinevitable and
does not materialy affect the quality of a product.

(i) Assignable causes

The causes due to faulty process and procedure are known
as assignable causes. the variation due to assignable causes is of
non-random nature. Chance causes cannot detected. However
assignable causes can be detected and corrected.

10.5.2 Role and advantages of SQC

Therole of statistical quality control isto collect and analyse
relevant data for the purpose of detecting whether the process is
under control or not.

The value of quality control lies in the fact that assignable
causes in a process can be quickly detected. Infact the variations
are often discovered before the product becomes defective.

SQC isawell accepted and widespread process on the basis
of which it is possible to understand the principles and techniques
by which decisions are made based on variation.

Statistical quality control is only diagonstic. It tells us
whether the standard is being maintained or not. The remedial
action rests with the technicians who employ techniques for the
maintenance of uniform quality in a continuous flow of
manufactured products.

The purpose for which SQC are used are two fold namely,
(a) Process control, (b) Product control.

In process control an attempt ismadeto find out if aparticular
process is within control or not. Process control helps in studying
the future performance.
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10.5.3 Process and Product control

The main objective in any production process is to control
and maintain quality of the manufactured product so that it conforms
to specified quality standards. In otherwords, we want to ensure
that the proportion of defective items in the manufactured product
is not too large. This is called process control and is achieved
through the technique of control charts.

On the otherhand, by product control we mean controlling
the quality of the product by critical examination at strategic points
and this is achieved through product control plans pioneered by
Dodge and Romig. Product control aims at guaranteeing a certain
qudity level to the consumer regardless of what quality level isbeing
maintained by the producer. In otherwords, it attempts to ensure
that the product marketed by the sale department does not contain
alarge number of defective items.

10.5.4 Control Charts

The dtatistical tool applied in process control is the control
chart. Control charts are the devices to describe the patterns of
variation. The control charts were developed by the physicist,
Walter A. Stewart of Bell Telephone Company in 1924. He
suggested that the control chart may serve, first to define the goal
or standard for the process that the management might strive to
attain. Secondly, it may be used as an instrument to attain that goal
and thirdly, it may serve as a means of judging whether the god is
being achieved. Thus, control chart is an instrument to be used in
specification, production and inspection and isthe core of statistical
qudity control.

A control chart is essentially a graphic device for presenting
data so as to directly revea the frequency and extent of variations
from established standards or goals. Control charts are smple to
construct and easy to interpret and they tell the manager at aglance
whether or not the process is in contral, i.e. within the tolerance
limits.
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In genera acontrol chart consists of three horizontal lines

(i) A centra line to indicate the desired standard or level
of the process (CL)

(i)  Upper control limit (UCL) and
(i) Lower control limit (LCL)

Outline of a control chart

out of control
_____________ UCL
§ “43s
4 . CL
3 _-3s
=)
c\ . __ _ __ __ __ __ _ __ LCL
out of control
oy 1 ®
O 1 2 3 4 5 6 7 8
Sample Numbers
(Fig.10.9)

From time to time a sample is taken and the data are plotted
onthegraph. If al the sample pointsfal within the upper and lower
control limits, it is asumed that the processis “in control” and only
chance causes are present. When a sample point falls outside the
control limits, it is assumed that variations are due to assignable
causes.

Types of Control Charts

Broadly speaking, control charts can be divided under two
heads.
()  Control charts of Variables

(i)  Contral charts of Attributes

Control charts of variables concern with measurable data on
quality characteristics which are usually continous in nature. Such

type of data utilises X and R chart.
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Control charts of attirbutes, namely ¢, np and p charts
concern with the data on quality characteristics, which are not
amenable to measurement or attributes (prodcut defective or non
defective)

In this chapter, we consider only the control charts of
variables, namely X chart and R chart.

R-Chart (Range chart)

The R chart is used to show the variability or dispersion of
the quality produced by a given process. R chart isthe companion

chart to the X chart and both are usualy required for adequate
analysis of the production process under study. The R chart is
generally presented along with the X chart. The general procedure

for constructing the R chart is similar to that for the X chart. The
required values for constructing the R chart are :

()  Therange of each sample, R.
(i) TheMean of the sample ranges, R
(i)  The control limits are set at
U.CL=D,R
L.CL =D,R
The values of D, and D, can be obtained from tables.

X Chart

The X chart is used to show the quality averages of the
samples drawn from a given process. The following values must

first be computed before an X chart is constructed.

1)  Obtain the mean of each sample X, :i=1,2..n
2)  Obtain the mean of the sample means
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S X +X,+..+X
ieX = X, in X,
wheren isthe total number of observations
3) The controI_I imits are set at

UCL.=X+AR n
- SR,
LCL =X- A,R,where R = =—, whereR are
the sample ranges.

Thevauesof A, for different n can be obtained from the tables.

Example 28

The following data relate to the life (in hours) of 10
samples of 6 electric bulbs each drawn at an interval of one
hour from a production process. Draw the control chart for

X and R and comment.

Sample No. Lifetime (in hours)
1 620 687 666 689 738 686
2 501 585 524 585 653 668
3 673 701 686 567 619 660
4 646 626 572 628 631 743
5 494 984 659 643 660 640
6 634 755 625 582 683 555
7 619 710 664 693 770 534
8 630 723 614 535 550 570
9 482 791 533 612 497 499
10 706 524 626 503 661 754

(Given for n=6, A,=0.483, D,=0, D,=2.004)
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Solution :

Sample No. Totd Sample Sample
Mean X Range R

1 4086 681 118
2 3516 586 167
3 3906 651 134
4 3846 641 171
5 4080 680 490
6 3834 639 200
7 3990 665 236
8 3622 604 188
9 3414 569 309
10 3774 629 251

Total 6345 2264

Centrdl line X = mean of the sample means = 634.5
R = mean of the sample ranges = 226.4
UCL. = X+AR
=634.5 + 0.483 x 226.4
=634.5 + 109.35 = 743.85

LCL. =X-AR

=634.5-0.483 x 226.4
=634.5 - 109.35 = 525.15

Centrd line R = 226.4
UCL. = D4§ =2.004 x 226.4

= 453.7056
LCL. = D3§ =0x2264=0
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X Chart

Samplemean

750

25T
700 T
675T
650 T

® UCL

625T
600 T
575T
550 T

. - @ cL

@ C

525

} B

R Chart

Samplerange

5504
5001

Sample No.
(Fig. 10.10)

350
3001
250T

uCL

200T
150
100

. ®CL

alC

=

Sample No.
(Fig. 10.11)
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Conclusion :

Since one of the points of the sample range is outside the
UCL of R chart, the processis not in control.
Example 29

Thefollowing data shows the value of sample mean X

and therangeR for ten samples of size5 each. Calculatethe
values for central line and control limits for mean chart and
range chart and deter mine whether the processisin control

Samplenoj 1 | 2 | 3 (4| 5|6 | 7|8 910
Mean X [11.2(11.8(10.8(11.6/11.0|9.6 |10.4| 9.6 |10.6/10.0
Range(RY 7 | 4 | 8|5 |7 |4|8|a|7]|09
(Given for n=5, A,=0.577, D,=0 D, = 2.115)
Solution :
Control limits for X chart

_ 1oy
X—nSX

= 55(112+11.8+10.8+ ..+ 10.0) = 10.66

R =1lspr=1(s3)=
R = 2SR=1;(63) =63
UCL =X+AR

= 10.66 + (0.577 x 6.3) = 14.295
LCL. =X- AR

= 10.66- (0.577x 6.3) = 7.025
CL = Central line= X = 10.66

Range chart
U.CL. =D,R =2115x6.3=13.324
LCL. =D,R =0
C.L =R=63
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X Chart

® UCL

11T . " &CL

Samplemean
[
<

7 ® | cL

] ] ] ] ] ] Iflﬁ\

Sample No.
(Fig. 10.12)
R Chart 13 ® ucL
2T
1171
10T
()
jo))
5 9T "
o
S 8T . .
(% 7'— [ ] n [ ]
®)
6+ CL
5'— | |
41T [} [} L]
f ] f f f f { @ [CL
o 1 2 3 4 5 6 7 8 9 10
Sample No.
(Fig. 10.13)

Conclusion :
Since dl the points of sample mean and range are within the

control limits, the processisin control.
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1)

2)

3

readings.

conclusion.

Samples 1

X 34 31.6 30.8

R 4

EXERCISE 10.5

The following are the X and R values for 20 samples of 5

Draw X chart and R chart and write your

2

4

3

2

Samples 11 12 13
X 358384 #4

R 4

4

14

4
33
3

14
35
4

5

6

7

8

9

10

35 332 33 32.6 33.8 37.8

5

2

5

13

19

6

15 16 17 18 19 20
38.8 31.6 33 28.2 31.8 35.6

7

5

5

3

9

(Givenforn=5, A,=058, D,=0 D,=212)

6

From the following, draw X and R chart and write your

conclusion.

Sampleno. 1

140
143
137
134
135

Sampleno. 11
137
147
142
137
135

2

138
143
143
145
146

12

137
146
142
142
140

3

139
133
147
148
139

13
142
142
139
141
142

4

143
141
137
138
140

14

137
145
144
137
140

5

142
142
145
135
136

15
144
142
143
135
144

6

136
144
143
136
137

16

140
132
144
145
141

7

142
147
137
142
138

17

137
137
142
143
141

8

143
137
145
137
138

18
137
142
142
145
143

9

141
142
147
140
140

19
142
142
143
140
135

(Givenforn=5, A,=0.58, D,=0, D,=212)

10

142
137
145
140
132

20
136
142
140
139
137

From the following data construct X and R chart and write
your conclusion
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Sampero. 1 2 3 4 5 6 7 8 9
46 41 43 37 37 37 4 3B 37
40 42 40 40 40 38 39 339 4
48 49 46 47 46 49 43 48 48
Sampleno. 10 11 12 13 14 15 16 17 18
45 48 36 40 42 38 47 42 47
43 44 42 39 40 40 44 45 42
49 48 48 48 48 48 49 37 49

(Givenforn=3, A,=1.02, D,=0, D,=258)

EXERCISE 10.6

Choose the correct answer

D

2)

3

4)

A time series is a set of data recorded

(a) periodicaly (b) at equal time intervals
(c) at successive points of time (d) al the above

A time series consists of

(a) two components (b) three components
(c) four components (d) none of these

The component of atime series attached to long term
variation is termed as

(a) cyclic variations (b) secular trend

(c) irregular variation (d) all the above

The component of atime series which is attached to short
term fluctuations is

(a) seasonal variation (b) cyclic variation
(c) irregular variation (d) al the above
Cyclic variations in a time series are casued by

(a) lock out in afactory (b) war in a country
(c) floods in the states (d) none of these
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6)

8)

9

10)

11)

12)

13)

The terms prosperity, recession depression and recovery are
in particular attached to

(a) Secular trend (b) seasonal fluctuation
(c) cyclic movements (d) irregular variation

An additive model of time series with the components T, S,
Candl is

@Y=T+S+C- 1| (b)Y =T+SXC+I
(c)Y=T+S+C+lI (dY=T+S+Cxl

A declinein the sales of ice cream during November to March
is associated with

(@) Seasonal variation (b) cyclical variation

(c) random variation (d) secular trend

Index number is a

(a) measure of relative changes

(b) a special type of an average

(c) a percentage relative

(d) all the above.

Index numbers are expressed

(a) in percentages (b) in ratios

(c) in terms of absolute value  (d) al the above

Most commonly used index numbers are

(a) Diffusion index number (b) price index number
(c) value index number (d) none of these

Most frequently used index number formulae are

(a) weighted formulae (b) Unweighted formulae
(c) fixed weighted formulae (d) none of these
Laspeyre’'s index formula uses the weights of the

(a) base year quantities (b) current year prices
(c) average of the weights of number of years

(d) none of these
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14)

15)

16)

17)

18)

19)

20)

21)

The weights used in Paasche’ s formula belong to
(@) the base period (b) the current period
(c) to any arbitrary chosen period  (d) none of these

Variation in the items produced in a factory may be due to

(a) chance causes (b) assignable causes
(c) both (a) and (b) (d) neither (a) or (b)
Chance variation in the manufactured product is

(a) controlable (b) not controlable
(c) both (a) and (b) (d) none of these

The causes leading to vast variation in the specification of a
product are usually due to

(a) random process (b) assignable causes
(c) non-traceable causes (d) all the above

Variation due to assignable causes in the product occur due to
(a) faulty process (b) carelessness of operators
(c) poor quality of raw material (d) al the above

Control chartsin statistical quality consist of
(a) three control lines

(b) upper and lower control limits

(c) the level of process

(d) al the above

The range of correlation co-efficient is

() 0to¥ (b) -¥ 10¥
(c)-1to1 (d) none of these

If X and Y are two variates, there can be atmost

(a) oneregression line (b) two regression lines
(c) three regression lines (d) none of these

216



22)

23)

24)

25)

In aregression line of Y on X, the variable X is known as
(a) independent variable (b) dependent variable
(c) both (a) and (b) (d) none of these

Scatter diagram of the variate values (X, Y) give the idea
about

(@) functional relationship (b) regression model
(c) distribution of errors (d) none of these
The lines of regression intersect at the point

@ (X,Y) (b) (X, Y)

(c) (0,0) (d) none of these
The term regression was introduced by

(a) R.A.Fisher (b) Sir Francis Galton
(c) Karl pearson (d) none of these.
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